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چکیده
توسعه روشی  آن‌ها،  تمامی  بررسی  به صرفه ‌نبودن  مقرون  و  منابع  مالیاتی، محدودیت  اظهارنامه  زیاد  تعداد 
هوشمند جهت شناسایی مؤدیان کم‌اظهار را ضروری می‌نماید. در این مقاله، بر اساس نظرات ممیزین مالیاتی، 
داده‌های هجده متغیر بالقوه مؤثر بر شناسایی کم‌اظهاری مالیات بر ارزش افزوده در یکی از مناطق تهران به 
همراه نتایج ممیزی آن‌ها جمع‌آوری شده است. روش‌های فیلتری و روش الگوریتم ژنتیک تعداد متغیرهای 
مؤثر را به ترتیب ده و هفت متغیر شناسایی کرده‌اند. دو روش پایه رده‌بندی »درخت تصمیم« و »‌k نزدیک ترین 
همسایگی« بر ‌اساس دو نوع متغیرهای مؤثر )روش‌های فیلتری و الگوریتم ژنتیک( برای شناسایی کم‌اظهاری 
توسعه داده شده و برای توازن داده‌ها دو روش‌ جمعی »بگینگ« و »بوستینگ« استفاده شده است. بررسی دقت 
پیش‌بینی در دوازده مدل پیش‌بینی )درخت تصمیم و K نزدیکترین همسایگی با دو گروه متغیر مستقل و در سه 
حالت »عادی«، »بگینگ« و »بوستینگ«( نشان می‌دهد، روش‌های جمعی »بگینگ« و »بوستینگ« تأثیری 
بر پیش‌بینی ندارند و درخت تصمیم ساده با ده متغیر منتخب با روش‌های فیلتری، بیشترین دقت پیش‌بینی 
مؤدیان  برای تشخیص  مناسب  قوانین  استخراج  دارد.  مؤدیان کم‌اظهار  برای تشخیص  را  معادل ‌‌‌%۱۴,82  و 

کم‌اظهار بر اساس ده متغیر مؤثر بر پیش‌بینی آن‌ها از دیگر نتایج این مقاله است.
واژه های کلیدی: دادهک‌اوی، مؤدی مالیاتی، کم‌اظهاری مالیات، مالیات بر ارزش افزوده
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1- مقدمه
كيي از منابع اصلي و مهم درآمدی دولت‌ها، ماليات می‌باشد كه تحت عناوين مختلف وصول می‌گردد. 
در  که  به طوری  می‌آید،  دست  به  ماليات  از  حاصل  درآمد  از  دولت‌ها  بودجه  از  ملاحظه‌ای  قابل  بخش 
كشورهايي كه ماليات از نظام قانوني و مردمي برخوردار است، بيش از 60 درصد بودجه عمومي را مالیات 
تشكيل مي‌دهد. در این میان مالیات بر ارزش افزودهVAT( 1(  در بیش از 130 کشور که در مراحل مختلف 
توسعه اقتصادی قرار دارند، پیاده‌سازی شده، به طوری که در برخی از کشورها حدود 25 درصد از درآمدهای 
مالیاتی را به خود اختصاص داده است )هریسون و کریلوف، 2005(. در ایران نیز قانون مالیات بر ارزش 

افزوده از نیمه دوم سال 1387 اجرا شده است.
فرار از پرداخت مالیات و تقلبّ مالیاتی همواره یک نگرانی دائمی برای سازمان‌های مالیاتی، به ویژه در 
کشور‌های در حال توسعه می‌باشد )داویا و همکاران، 2000(. از این رو یکی از دغدغه‌ها و مسائل پیش‌روی 
پیشین مؤدیان  داده‌ها و اطلاعات  بر  مبتنی  اعتماد و دقیق  قابل  توسعه روش‌های  مالیاتی،  سازمان‌های 
مالیاتی برای تشخیص تقلبّ مالیاتی است. انتخاب‌ تصادفی و یا تمرکز بر مؤدیانی که تاکنون در دوره‌های 
اخیر حسابرسی نشده‌اند و یا انتخاب گزینه‌های مشکوک به تقلبّ بر اساس تجربه و دانش حسابرسان و 
ممیزین از جمله روش‌های کشف موارد مشکوک به تقلبّ می‌باشد. توسعه روش‌ها‌ی مبتنی بر تحلیل‌های 
آماری، ایجاد سیستم‌های مبتنی بر قاعده2 یا مدل‌های ریسک از دیگر روش‌های کشف تقلبّ مالیاتی است 

که در سال‌های اخیر مورد استفاده قرار گرفته‌اند )سازمان توسعه و همکاری های اقتصادی، 1999(.
در بخش مالیات بر ارزش افزوده، هر مؤدی موظف است عملکرد سه‌ماهه خود را تحت عنوان اظهارنامه 
به سازمان مالیاتی تحویل دهد. مواردی وجود دارد که مؤدیان جهت پرهیز از پرداخت مالیات، مبالغ خود 
اظهاری را کمتر از مقدار واقعی گزارش می‌دهند. جهت کشف این موارد، ممیزین می‌بایست پرونده‌های 
تعداد  بالای  حجم  شوند.  کشف  مالیات  کم‌اظهاری  موارد  تا  نمایند  مطالعه  بیشتری  دقت  با  را  منتخب 
اظهارنامه‌ها، محدودیت منابع انسانی متخصص، زمان‌بر بودن و حتی مقرون به‌صرفه نبودن بررسی برخی 
از آن‌ها، انجام فرایند شناسایی مؤدیان کم‌اظهار را دشوار نموده است و سازمان‌های مالیاتی از جمله سازمان 
امور مالیاتی ایران، تنها توانایی بررسی تعداد محدودی از آن‌ها را دارند. از طرف دیگر، در طول سال های 
اجرای قانون مالیات بر ارزش افزوده در کشور، اظهارنامه های نسبتاً زیادی توسط ممیزین سازمان مالیاتی 
کشور بررسی شده و نتایج آن در پایگاه‌های اطلاعاتی مربوطه ثبت شده است. ثبت مشخصات مؤدیان، 

1. Value Added Tax
2. Rule-based
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ویژگی‌های کسب و کار آن‌ها، داده‌های خود اظهاری و عملکردی و نتیجه بررسی آن‌ها توسط ممیزین، 
منبع مناسبی برای پردازش اطلاعات و کشف دانش در مورد تقلبّ در اظهارنامه‌های مالیات بر ارزش افزوده 
فراهم نموده است و همچنین توسعه استفاده از صندوق‌های مکانیزه فروش نیز در آینده، اطلاعات با ارزشی 

را در این زمینه در اختیار سازمان امور مالیاتی کشور قرار خواهد داد. 
با توجه به اهمیت مسئله کشف تقلبّ مالیاتی و داشتن داده‌های مربوط به پرونده‌های بررسی شده، هدف 
این پژوهش شناسایی مؤلفه های مؤثر بر کشف کم‌اظهاری مالیاتی و ارائه مدلی جهت پیش‌بینی مؤدیان 
بالقوه کم‌اظهار و انتخاب اظهارنامه غیر واقعی جهت رسیدگی است. مدل پیشنهادی که بر اساس داده‌ها 
و رفتار مؤدیان در گذشته ساخته می شود، قابلیت بررسی پرونده‌های جدید را جهت کشف موارد کم‌اظهار 
فراهم میک‌ند. تکنیک‌های دادهک‌اوی1 با قابلیت کاوش در داده‌های عظیم2، امکان استخراج و تولید دانش 
را از حجم بالایی از داده‌ها جهت شناسایی و تشخیص رفتارهای جعلی و قصور در پرداخت مالیات و در 
نهایت بهبود استفاده از منابع را فراهم می‌آورند )فایاد و همکاران،1996(. لذا توسعه روش‌های مبتنی بر 

دادهک‌اوی، تحقق اهداف این پژوهش را فراهم میک‌ند.
2- مروری بر ادبیات موضوع 

مالیات بر ارزش افزوده نوعی مالیات غیر مستقیم عام بر عموم کالاها و خدمات )مگر موارد معاف( است که 
به‌صورت چند مرحله‌ای از اضافه ارزش کالاهای تولید شده )ارزشی که در هر مرحله به ارزش کالا افزوده 
می شود( یا خدمات ارائه شده در مراحل مختلف تولید و توزیع اخذ می شود. اين نظام جديد كه مبناي آن 
خوداظهاريِ مالياتي است بر جلب مشاركت و همكاري هر‌چه بيشتر مؤديان مالیاتی تكيه دارد. به همراه 
خوداظهاری در پرداخت این نوع مالیات، امکان تقلبّ و کم‌اظهاری وجود دارد. در تعاريف موجود در ادبیات 
موضوع، از تقلبّ به عنوان سوء استفاده از سود يک شرکت یا سازمان بدون اين كه لزوماً به عواقب قانونی 
و حقوقی آن توجه شود، نام برده شده است. تقلبّ همچنین فرآیندی است که در آن يک يا چند نفر، عمداً 
و به صورت پنهانی ديگران را از هر چيز با ارزشي، به خاطر منافع شخصي خود محروم میک‌نند )فوآ و 

همکاران، 2010(. 
متقلبّانه ظاهر  تنظیم صورت‌حساب‌های  و  مالی  استفاده  به دو صورت سوء  معمول  به طور  مالی  تقلبّ 
می شود. در نوع اول، فرد یا افراد سعی می کنند از دارایی‌های فرد یا افراد دیگر به طور غیرقانونی استفاده 
نمایند. مانند اختلاس و سرقت دارایی‌های مشهود یا نامشهود و موارد دیگر. این کار اغلب با فعالیت‌های 

1. Data Mining Techniques
2. Big Data
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مجرمانه دیگر مانند درستک‌ردن مدارک و سوابق‌ ساختگی‌ یا گمراهک‌ننده همراه است )وزارت اقتصاد و 
دارایی، 1384(. صورت‌ حساب‌های متقلبّانه بر‌ اساس دستک‌اری و مخدوشک‌ردن حساب‌های مالی ایجاد 
می شود. برای نمونه ایجاد صورت حساب‌های جعلی و به تعویق انداختن ارائۀ گزارشات مالی از این نوع 

تقلبّات می‌باشد. کم‌اظهاری در مالیات بر ارزش افزوده از نوع دوم تقلبّات مالی محسوب می شود.
تعدادی از محققان در زمینۀ توسعه و به کارگیری روش‌هایی برای کشف انواع تقلبّ مالی به پژوهش 
و مطالعه پرداخته اند. نجای و همکاران ‌)2011( ضمن مرور 49 مقاله منتشرشده بین سال‌های 1997 تا 
2011، روش‌های کشف تقلبّ مالی در سال‌های گذشته را جمع‌آوری کردند. در این مقاله، انواع تقلبّ مالی 
در چهار دسته بانکی، بیمهای، امنیتی و سایر دسته‌بندی شده‌اند و تکنیک‌هایی مانند رده‌بندی، رگرسیون1، 
عنوان  به  دادهک‌اوی  از جمله روش‌های  و مصورسازی3  افتاده2  دور  نقاط  پیش‌بینی، کشف   ، خوشه‌بندی 

روش‌های کشف تقلبّ معرفی شده است. 
در اکثر تحقیقات صورت گرفته در خصوص شناسایی تقلبّ در اظهارنامه‌های مالیاتی، عدم اعلام مالیات 
توسط مؤدی به عنوان یک رفتار متقلبّانه مدل‌سازی شده است و کشف مالیات‌های اعلام ‌نشده به عنوان 
یک مسئله محسوب می‌گردد و کمتر تحقیقی با موضوع کم‌اظهاری مالیاتی به عنوان تقلبّ انجام شده است 
)هسو و همکاران، 2015(. دیلون و هادزیچ )2009( تحقیقات پیرامون حوزه تقلبّ در اظهارنامه‌های مالیاتی 

را به چهار دسته زیر تقسیم‌بندی نمودند: 
yy ّهزینه های مستقیم و غیر مستقیم تقلب
yy روابط و مسئولیت های افراد در بازار که سهمی از تقلبّ دارند
yyمکانیزم تقلبّ مالی
yy.نقش تکنولوژی در کشف تقلبّ در گزارشات مالی

از  تقلبّ  انواع  تشخیص  به منظور  هرچند  شود،  اشاره  باید  تحقیق  ادبیات  مرور  جمع‌بندی  عنوان  به 
روش‌های مختلف از جمله رده‌بندی، خوشه‌بندی و کشف قواعد وابستگی استفاده شده، اما در تحقیقات 
و  هسو  مانند  اخیر  تحقیقات  از  برخی  است.  شده  بررسی  مالیات  در  تقلبّ  کشف  بررسی  مسئله  کمی، 
همکاران )2015( متذکر شده‌اند که روش‌های دادهک‌اوی به منظور کشف مؤدیانی که سود بیشتری پس 
از بررسی اظهارنامه‌های ایشان کسب می شود، روش‌های بسیار کارآمدتری نسبت به روش‌های دستی و 

1. Clustering
2. Outlier Detection
3. Visualization
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سنتی می‌باشند. همچنین تحقیقات کمی در این حوزه انجام شده که در آن‌ها ابتدا متغیرهای تأثیرگذار به 
روش انتخاب ویژگی1  شناسایی شده باشند. در این تحقیقات نویسندگان عموماً به استفاده از یک روش 
انتخاب ویژگی اکتفا کرده‌اند و یا مانند کرکاس و همکاران )2007( و رویسانکار و همکاران )2011( تنها از 

روش‌های آماری به این منظور استفاده کرده‌اند. 
مسئله انتخاب ویژگی، یکی از مسائلی است که در مبحث یادگیری ماشین و همچنین شناسایی آماری 
الگو مطرح است. این مسئله در بسیاری از کاربردها )مانند طبقه‌بندی( اهمیت به سزائی دارد. زیرا در این 
کاربردها تعداد زیادی ویژگی وجود دارد که بسیاری از آن‌ها یا بلااستفاده هستند و یا این که بار اطلاعاتی 
چندانی ندارند. حذف ‌نکردن این ویژگی ها مشکلی از لحاظ اطلاعاتی ایجاد نمی کند ولی بار محاسباتی 
را برای کاربرد مورد نظر، بالا  می برد. علاوه بر این باعث می شود که اطلاعات غیرمفید زیادی به همراه 
داده های مفید ذخیره شود. گونزالس و ولاسکوئز )2013( استفاده از مدل‌های دادهک‌اوی را در حوزه خدمات 
مالیاتی در کشورهای مختلف مورد مطالعه قرار دادند. جدول 1، خلاصه روش‌های دادهک‌اوی در این حوزه 

را نشان می‌دهد. 
جدول )1(-تکنیک‌های داده‌کاوی مورد استفاده توسط ادارات مالیاتی برخی کشورها

کشور

شیلیپروبرزیلبلغارستانانگلیساسترالیاکاناداآمریکانام روش

شبکه‌های 
عصبی

√√√√√√

√√√√√درخت تصمیم

رگرسیون 
لجستیک

√√√√

SOM√

√√K میانگین

ماشین بردار 
پشتیبان

√√

1. Feature Selection
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روش‌های 
نمایشی

√√

√شبکه‌های بیضی

شعاع همسایگی 
K

√

√قواعد انجمنی

√قواعد فازی

√زنجیره مارکوف

√سری‌های زمانی

√رگرسیون

√شبیه‌سازی

منبع: مطالعه گونزالس و ولاسکوئز )2013(

مطالعه جدول فوق بیانگر توسعه روش‌های دادهک‌اوی در حوزه خدمات مالیاتی در کشورهای توسعه‌یافته 
و در حال توسعه است. بررسی پیشینه تحقیق در داخل و خارج از کشور نشان می‌دهد مطالعه محدودی 
پیرامون توسعه روش‌هایی برای کشف تقلبّ یا فرار مالیاتی به خصوص تحلیل داده‌های مالیات بر ارزش 
افزوده در ایران انجام شده و استفاده از روش‌های دیگر دادهک‌اوی مانند رده‌بندی جمعی1 شامل رویکردهای 
»بگینگ«2 و »بوستینگ«3 به منظور افزایش دقت مدل‌سازی به دلیل عدم توازن در تعداد افراد کم‌اظهار 
در مقابل گروه دیگر، می‌تواند خلأ تحقیقاتی داخل و خارج از کشور باشد. در جدول 2 جمع‌بندی بررسی‌های 
و  نیازها  از  یکی  بودن،  به‌روز  بر  تحقیق علاوه  این  لذا  است.   ارائه شده  این بخش  در  پذیرفته  صورت 
اولویت‌های سازمان امور مالیاتی کشور در بخش مالیات بر ارزش افزوده در حوزه پردازش داده‌ها و اطلاعات 

می‌باشد و نتایج آن می‌تواند در عمل مورد استفاده سازمان امور مالیاتی کشور قرار گیرد.

1. از روش‌هــای رده‌بنــدی جمعــی در دادهک‌اوی و رده‌بنــدی جهــت مجموعــه داده هــای نامتــوازن کــه در آن تعــداد نمونه‌‌هایــی کــه نمایانگــر یــک 
ــردد. ــتفاده می‌گ ــر اســت اس ــاوت، کمت ــای متف ــر در کلاس‌ه ــای دیگ ــتند از نمونه‌ه کلاس هس

2. Bagging
3. Boosting
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جدول )2(- جمع‌بندی بررسی تحقیقات انجام شده در حوزه تقلبّات مالی و داده‌کاوی 

هدفسالنویسنده
انتخاب 
ویژگی

روش 
مدل‌سازی

منبع داده ها
مدل مورد 

استفاده

روش‌های 
رده‌بندی 

جمعی

الگوریتم 
برتر

 Glancy
-Yadav

2011
پیدا کردن 
گزارشات 

مالی متقلبّانه
خوشه‌بندی-

گزارشات 
مالی 

ارائه شده 
شرکتهای 

مختلف

خوشه‌بندی 
سلسله 
مراتبی

--

1389صفرزاده

ایجاد الگوها 
برای کشف 

عوامل مرتبط 
با تقلبّ در 

گزارش‌گیری 
مالی

178 شرکترده‌بندی-
رگرسيون 
لجستيك

--

Yan-
hong

2006

شناسایی 
موقعیت مالی 
سازمانی از 
نظر متقلبّانه 
یا نرمال بودن

-

خوشه‌بندی، 
استخراج 
قواعد 
وابستگی

رده‌بندی
 15

شرکت‌ 
مختلف

درخت‌های 
تصمیم

--
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هدفسالنویسنده
انتخاب 
ویژگی

روش 
مدل‌سازی

منبع داده ها
مدل مورد 

استفاده

روش‌های 
رده‌بندی 

جمعی

الگوریتم 
برتر

Deng2009

ارائه مدلی 
جهت 

پیش‌بینی 
اظهارنامه‌های 
مالی متقلبّانه

حذف 
متغیرهای 
بی‌تأثیر با 
استفاده از 
نظر خبرگان

88 اظهارنامهرده بندی
ماشین‌های 

بردار 
پشتیبان

--

Hsu2015

ارائه مدلی به 
منظور انتخاب 
اظهارنامه‌های 

با سود زیاد

انتخاب 
ویژگی‌های 
تأثیرگذار با 
استفاده از 
مدل های 
رده‌بندی

رده بندی
 10,943
cases

C4.5

بیز ساده

شبکه‌های 
عصبی 

پرسپترون 
چند لایه

ماشین‌های 
بردار 
پشتیبان

-بوستینگ

Kirkos2007

ارائه مدلی 
به منظور 
پیش‌بینی 

اظهارنامه‌های 
متقلبّانه

آنالیز 
واریانس

رده‌بندی
76 کارخانه و 
شرکت یونانی

درخت 
تصمیم، 

شبکه‌های 
عصبی 
مصنوعی
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هدفسالنویسنده
انتخاب 
ویژگی

روش 
مدل‌سازی

منبع داده ها
مدل مورد 

استفاده

روش‌های 
رده‌بندی 

جمعی

الگوریتم 
برتر

شبکه‌های 
اعتقادی بیز

-
شبکه‌های 
اعتقادی بیز

Ravisan-
kar

2011

پیش‌بینی 
تقلبّات در 

اظهارنامه‌های 
مالیاتی

انتخاب 
ویژگی 

بر اساس 
t تست

رده بندی
202 شرکت 

چینی

شبکه‌های 
عصبی 
مصنوعی

ماشین‌بردار 
پشتیبان

برنامه ریزی 
ژنتیک

روش جمعی 
مدیریت داده
رگرسیون 
لجستیک

شبکه‌های 
عصبی 
احتمالی

-

شبکه‌های 
عصبی 

مصنوعی 
احتمالی

Wu2012

بررسی کارایی 
روش‌های 
دادهک‌اوی 

برای کشف 
تقلبّات 
مالیاتی

-
استخراج 
قواعد 
وابستگی

تعدادی از 
سازمان‌های 
مالیات‌دهنده 
در سال‌های 

2003 و 
2004

---
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هدفسالنویسنده
انتخاب 
ویژگی

روش 
مدل‌سازی

منبع داده ها
مدل مورد 

استفاده

روش‌های 
رده‌بندی 

جمعی

الگوریتم 
برتر

Song2014

بررسی کاربرد 
روش‌های 
یادگیری 
ماشین به 

منظور ارزیابی 
ریسک تقلبّ 
اظهارنامه‌های 

مالیاتی

آنالیز 
واریانس

رده‌بندی
شرکت‌های 

چینی
رگرسیون 
لجستیک

شبکه‌های 
عصبی، 
درخت 
تصمیم

ماشین‌های 
بردار 
پشتیبان

تجمیعی

رده بندی 
جمعی حاصل 
از هر چهار 

روش

Moepia2014
مدلی به 

منظور کشف 
تقلبّات مالی

 PCA
و تحلیل 

فاکتور
رده بندی

اظهارنامه‌های 
مالیاتی برخی 
از شرکت‌های 

کشور 
آفریقای 
جنوبی

ماشین بردار 
پشتیبان
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هدفسالنویسنده
انتخاب 
ویژگی

روش 
مدل‌سازی

منبع داده ها
مدل مورد 

استفاده

روش‌های 
رده‌بندی 

جمعی

الگوریتم 
برتر

بیز ساده 
حساس به 

هزینه
 k

نزدیک‌ترین 
همسایگی 
حساس به 

هزینه

-
ماشین‌های 
بردار پشتیبان

Huang2014

ارائه مدلی 
پشنهادی 
بر اساس 
الگوریتم 

بدون نظارت 
نگاشت‌های 
خودسازمانده 
جهت کشف 
گزارشات 

مالی متقلبّانه

رده‌بندی-

 144
اظهارنامه 

مالی 
شرکت‌های 

تایوانی

نزدیک‌ترین 
همسایگی

شبکه‌های 
عصبی

ماشین بردار 
پشتیبان
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هدفسالنویسنده
انتخاب 
ویژگی

روش 
مدل‌سازی

منبع داده ها
مدل مورد 

استفاده

روش‌های 
رده‌بندی 

جمعی

الگوریتم 
برتر

تریکب دو 
روش تحلیل 
تشخیصی و 
نگاشت‌های 
خودسازمانده

-
روش 

پیشنهادی

Lesot2012

ارائه مدلی 
جهت کشف 
تقلبّات مالی 
در کارت‌های 

اعتباری

خوشه‌بندی-
کارت‌های 

اعتباری

 c فازی
میانه و 
روش 

خوشه‌بندی 
سلسله 
مراتبی

--

Dheepa2009

ارائه یک 
روش 

پیوندی به 
منظور کشف 
تقلبّات مالی 
کارت‌های 

اعتباری

خوشه‌بندی-
کارت‌های 

اعتباری
خوشه‌بندی 
چند سطحی

ماشین‌های 
بردار 
پشتیبان
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هدفسالنویسنده
انتخاب 
ویژگی

روش 
مدل‌سازی

منبع داده ها
مدل مورد 

استفاده

روش‌های 
رده‌بندی 

جمعی

الگوریتم 
برتر

Col-
 lective
 Animal
Behav-

ior

--

3- روش‌شناسی پژوهش
متدولوژی کریسپ1 یکی از رویکردهای متداول برای انجام پروژه‌های دادهک‌اوی است )هسو و همکاران، 
2015(. این روش شامل شش مرحله به هم وابسته است. مراحل این روش به ترتیب عبارتند از: درک 
فضای کسب و کار، درک داده‌ها، آماده‌سازی داده‌ها، مدل‌سازی، ارزیابی و توسعه نتایج. با توجه به اینک ه 
برای پاسخ به مسئله این تحقیق از ابزار دادهک‌اوی استفاده شده، روش تحقیق نیز بر متدولوژی کریسپ 
پایه‌گذاری شده است. در ادامه ضمن معرفی مختصری از هریک از مراحل این روش شناسی، مراحل حل 
مسئله کشف تقلبّ های کم‌اظهاری در اظهارنامه‌های مالیاتی نیز در قالب این متدولوژی تشریح می شود. 

3-1- درک فضای کسب و کار
این مرحله شامل تشریح جنبه‌های مختلف مسئله دادهک‌اوی می‌باشد. ضمن معرفی فضای کسب و کار، 
این  اشاره شد، مسئله  در مقدمه  تعیین می‌شوند. همانطور که  آن  اهداف و ضرورت‌های  مسئله تحقیق، 
پژوهش شناسایی مؤلفه های مؤثر بر کشف کم‌اظهاری و توسعه روشی جهت شناسایی مؤلفه های مؤثر بر 
کشف پرونده‌های مشکوک به تقلبّ و کم‌اظهاری و همچنین مدلی برای پیش‌بینی مؤدیان متقلبّ در حوزه 

مالیات بر ارزش افزوده می‌باشد. 
نتایج این پژوهش به ممیزین پرونده‌های مالیاتی کمک خواهد کرد تا قبل از بررسی پرونده، یک ارزیابی 
اولیه داشته باشند تا در صورت پیش‌بینی مدل برای تقلبّ، با دقت و جدیّت بیشتری پرونده را بررسی نمایند. 
در صورت دقت مناسب مدل پیش‌بینی، عملکرد سازمان‌های مالیاتی تا حد زیادی بهبود خواهد یافت و این 
امر بر استفاده بهتر منابع از جمله منابع انسانی تأثیر خواهد گذاشت. محدوده این پژوهش اداره کل امور 
مالیات بر ارزش افزوده شهر تهران می‌باشد که در آن تعدادی از اظهارنامه‌های مالیات بر ارزش افزوده که 

1. CRISP-DM
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مراحل ممیزی و تعیین تکلیف و نتیجه را طی کرده‌اند، به طور نمونه و با روش نمونه‌گیری تصادفی ساده 
با توزیع احتمال یکنواخت جهت مطالعه و توسعه مدل انتخاب شده‌اند.

3-2- درک داده‌ها
رویکردهای دادهک‌اوی بر اساس داده‌های جمع‌آوری شده پیرامون مسئله، اقدام به مدل‌سازی و ارائه مدل 
میک‌نند. لذا بانک‌ اطلاعاتی و مجموعه داده‌ها، مواد خام یک پروژه دادهک‌اوی می‌باشند. فعالیت‌های این 
مرحله شامل جمع‌آوری داده‌های خام، درک داده‌ها، یکفیت‌سنجی و تشریح داده‌ها می‌باشد. داده‌های این 
ارزش  بر  مالیات  اظهارنامه  و  افزوده و عملکرد مؤدیان  ارزش  بر  مالیات  پرونده‌های  به  توجه  با  پژوهش 
افزوده استخراج شده است. با توجه به محدودیت‌های موجود )تکمیل نبودن پایگاه اطلاعات مؤدیان جهت 
دسترسی کامل به اطلاعات هویتی، عملکردی، دارایی مؤدیان شامل مواردی نظیر اطلاعات مالی، پولی و 
اعتباری، معاملاتی، سرمایه‌ای و ملکی اشخاص حقیقی و حقوقی(، امکان جمع‌آوری تمامی مشخصه‌های 
مؤدیان وجود نداشته و داده‌هایی جمع‌آوری شده‌اند که طبق نظر کارشناسان حوزه مالیات، تأثیر بیشتری 
بر کشف کم‌اظهاری در اظهارنامه‌ها دارد. در پایگاه داده تشکیل شده، 495 مشاهده )مربوط به اظهارنامه 
بررسی و به نتیجه رسیده( مشتمل بر 18 متغیر مربوط به هر اظهارنامه گردآوری شده است. جدول 3، ضمن 
تعریف متغیرهای مستقل، متغیر وابسته تحقیق که تقلبّ )کم‌اظهاری( یا عدم تقلبّ در اظهارنامه می‌باشد 

را به طور مختصر تعریف میک‌ند.
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جدول )3(- تشریح متغیرهای تحقیق

نقشمقادیر متغیرنوع تعریف متغیرنام 

اسمیوضعیت تقلبّتقلبّ

2=تقلبّ با بیش از 50 
درصد انحراف)%16.8(، 

1=تقلبّ بین 15 تا 50 درصد 
انحراف)25.3%(، 0= عدم 

تقلبّ )%58.0(

وابسته )خروجی(

نوع شخصیت
نوع کسب و کار 
مشمول قانون 

مالیات
اسمی

حقيقي )51.1%(، حقوقي 
)%48.9(

پیش‌بین )ورودی(

وضعیت محل 
استقرار

محل قرار گرفتن 
شخص مؤدی

اسمی
داخل حريم شهر )%97.4(، 
خارج از حريم شهر )%2.6(

پیش‌بین )ورودی(

فعالیت های 
انتخاب شده

اسمینوع فعالیت مؤدی

توليدی )10.1%(، خدماتی-
توزیعی )2.0%(، خدماتی 

)63.8%(، توزیعی )%21.0(, 
توزیعی-تولیدی )%0.6(، 
خدماتی-توزیعی-تولیدی 
)1.2%(، خدماتی-تولیدی 

)%1.2(

پیش‌بین )ورودی(

اسمیحوزه مالیاتی مؤدیحوزه

جنوب تهران )6.5%(، شرق 
تهران )14.9%(، شمال 
تهران )32.3%(، غرب 

تهران )24.2%(، مركزتهران 
)%22.0(

پیش‌بین )ورودی(
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نقشمقادیر متغیرنوع تعریف متغیرنام 

مرحله مشمول
دوره‌ی مشمول 
پرداخت مالیات

اسمی

مشمول مرحله‌دوم )%17.8(، 
مشمول مرحله‌چهارم 
)22.2%(، مشمول 

مرحله‌پنجم )0.8%(، مشمول 
مرحله‌اول )%59.2(

پیش‌بین )ورودی(

اسمیسال  اظهارنامهسال
 ،)%48.9( 1390
)%51.1(1391

پیش‌بین )ورودی(

موجودی نقد
مقادیر سرمایه 

نقدی مؤدی
پیش‌بین )ورودی(]4510285 ؛4[عدد صحیح 

حسابهاي 
دريافتني

مقادیر مطالبات 
بنگاه اقتصادی با 

سر رسیدهای کوتاه 
مدت

پیش‌بین )ورودی(]13478995 ؛0[عدد صحیح 

پیش‌بین )ورودی(]79833558 ؛792[عدد صحیح دارایی جاری مؤدیدارائي جاري

دارایی ثابت
مقادیر مالی 

دارایی‌های ثابت 
مؤدی

پیش‌بین )ورودی(]148982681 ؛0[عدد صحیح 

بدهي جاري
دیون مؤدی با 

سررسید کمتر از 
یکسال

پیش‌بین )ورودی(]124487996 ؛3[عدد صحیح 

بدهی بلند مدت
دیون مؤدی با 

سررسید بیش از 
یکسال

پیش‌بین )ورودی(]42970720 ؛0[عدد صحیح 
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نقشمقادیر متغیرنوع تعریف متغیرنام 

سرمايه
حق مالی صاحبان 
سرمایه نسبت به 
خالص دارایی‌ها

پیش‌بین )ورودی(]40000000 ؛1[عدد صحیح 

سود و زيان 
انباشته

سود خالص تقسیم 
نشده

پیش‌بین )ورودی( ]13339888 ؛1234097-[عدد صحیح 

بدهی حقوق 
صاحبان سهام

بدهی صاحبان 
سهام

پیش‌بین )ورودی(]53704949 ؛98685-[عدد صحیح

سابقه فعاليت 
شركت

تعداد سال‌های 
فعالیت مؤدی

اسمی

فعاليت بيش از 10 سال 
)72.7%(، فعاليت 5 تا 10 

سال )17.6%(، فعاليت 3 تا 5 
سال )6.3%(، فعاليت حداكثر 
كي سال )0.4%(، فعاليت 1 

تا 3 سال )%3.0(

پیش‌بین )ورودی(

مالیات ابرازی
مالیات خوداظهاری 

مؤدی
-پیوسته 

استفاده در تعیین 
متغیر خروجی

مالیات معین 
شده

مقدار مالیات تعیین 
شده توسط سر 

ممیز
-پیوسته

استفاده در تعیین 
متغیر خروجی

منبع: یافته های تحقیق

متغیر »مالیات معین شده« برای تعیین وضعیت پرونده از نظر تقلبّ در نظر گرفته شده است. بنابر نظر 
کارشناسان ارشد و خبرگان حوزه مالیاتی کشور از طریق مصاحبه آزاد، در صورتیک ه اختلاف بین »مالیات 
ابرازی« در اظهارنامه و »مالیات تشخیصی« در رسیدگی، زیاد )بیش از 50 درصد( باشد، پرونده مورد نظر 
در وضعیت تقلبّ در نظر گرفته شده و به ازای متغیر تقلبّ )متغیر پاسخ تحقیق( عدد 2 به معنای تقلبّ بیش 
از 50 درصد اختلاف ثبت شده است. در ازای اختلاف بین 15 تا 50 درصدی مقدار متغیر تقلبّ به ازای 
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مؤدی عدد 1 به معنای مشکوک به تقلبّ ثبت شده است. عدد صفر به ازای متغیر تقلبّ )سالم بودن پرونده(، 
معرف انحراف دو متغیر مذکور کمتر از 15 درصد می‌باشد. سایر متغیرهای جدول 3، متغیرها و مؤلفه های 
مؤثر بر کشف تقلبّ یا همان متغیرهای مستقل تحقیق می‌باشند که باید میزان تأثیر آن‌ها بر شناسایی 
پرونده‌های تقلبّ )متغیر تقلبّ( بررسی شوند و مدلی مبتنی بر روابط بین دو گروه متغیر مستقل و وابسته 
جهت پیش‌بینی موارد تقلبّ توسعه داده شود. این مؤلفه ها بر اساس نظرات در مصاحبه آزاد از خبرگان نظام 
مالیات بر ارزش افزوده شهر تهران شناسایی و در این تحقیق لحاظ شده‌اند. تعداد خبرگان مالیاتی مصاحبه 
شونده برابر با 10 نفر مشتمل بر ممیز با شرایط مدرک تحصیلی فوق لیسانس و با سابقه حداقل 10 سال،  
سرممیز با تحصیلات لیسانس و سابقه مدیریتی حداقل 5 سال و ممیزکل با حداقل مدرک لیسانس و سابقه 

مدیریتی حداقل 3 سال بوده است.
اعداد داخل پرانتز برای حالات مختلف متغیرهای اسمی در ستون »مقادیر متغیرها« در جدول 3 بیانگر 
درصد مشاهدات درون هر گروه از هر متغیر می‌باشد. به طور مثال 360 شرکت از 495 مشاهده مورد بررسی 
از 10 سال داشته‌اند. همچنین اکثر مؤدیان در مرحله اول اجرا  )73 درصد( سابقه کاری و فعالیت بیش 
مشمول گردیده‌اند. لذا سابقه و تجربه مناسبی در تهیه اظهارنامه و پرداخت مالیات دارند. با بررسی متغیر 
تقلبّ نیز مشخص می‌گردد که از میان 495 مؤدی مورد بررسی، تعداد 287 رکورد دارای رده صفر یعنی 
سالم، 125 مورد دارای رده یک یعنی تقلبّ با اختلاف 15% تا 50% می‌باشند و تعداد 83 سازمان با تفاوت 

بیشتر از 50% اقدام به تقلبّ در پرداخت مالیات‌های خود کرده‌اند.
3-3- آماده‌سازی داده‌ها

پيش از استخراج دانش، داده‌ها باید براي اجرای تکنیک‌های داده‌كاوي آماده‌سازي شوند. مرحله آماده‌سازي 
این  داده‌ها.  تبدیل  نهایت  یکپارچه‌سازی و در  داده‌ها،  پا‌كسازي  داده‌ها،  انتخاب  از:  داده‌ها عبارت است 
مرحله یکی از حساس‌ترین مراحل فرآیند کریسپ می‌باشد و به گفته برخی از محققان حتی در شرایطی 
ممکن است این مرحله، بیش از 60 درصد زمان اجرای پروژه‌های دادهک‌اوی را به خود اختصاص دهد )پیله، 

1999(. در ادامه فعالیت‌های این مرحله تشریح شده است.
ممکن است تعدادی از داده‌های جمع‌آوری شده و مورد استفاده برای دادهک‌اوی، داده‌های دور افتاده و یا 
اشتباه باشند و بر نتایج دادهک‌اوی تأثیر داشته باشند. شناسایی و حذف آن‌ها از جمله فعالیت‌های مرحله 
نزدیک‌ترین   k روش  توسط  داده‌ها  مجموعه  در  دورافتاده  داده‌های  تحقیق  این  در  می‌باشد.  آماده‌سازی 
همسایگی شناسایی و حذف شده‌اند. به منظور کشف نقاط دور افتاده از شاخص LOF1 در نرم‌افزار رپیدماینر 
1. Local Outlier Factor

 [
 D

ow
nl

oa
de

d 
fr

om
 ta

xj
ou

rn
al

.ir
 o

n 
20

26
-0

1-
29

 ]
 

                            18 / 38

http://taxjournal.ir/article-1-1173-en.html


121توسعه مدل شناسایی مؤدیان کم‌اظهار در مالیات بر ارزش افزوده ...
الگوریتم  نسخه 5/1 استفاده گردید. در سال 2000 در تشخیص ناهنجاری، روش LOF به عنوان یک 
برای پیداکردن نقاط داده غیرعادی با اندازه گیری انحراف محلی از یک نقطه داده با توجه به همسایگان 
خود پیشنهاد شد )برنیگ و همکاران، 2000(. این روش بر اساس مفهوم چگالی محلی میباشد به طوری 
که محلی‌بودن با استفاده از k نزدیک ترین همسایگی تعیین می‌گردد و از فاصله‌های اقلیدسی به منظور 

محاسبه چگالی استفاده می شود.
شکل )1(- هیستوگرام شاخص LOF برای شناسایی مشاهدات دورافتاده

منبع: یافته های تحقیق

برای تمام مشاهدات تحقیق نشان می‌دهد. محور  را   LOF شکل1، نمودار هیستوگرام مقدار شاخص 
افقی، مقدار شاخص شناسایی داده‌های پرت )LOF( و محور عمودی فراوانی آن را در داده‌ها نشان می‌دهد. 
همانطور که مشخص است، بیشتر داده‌های تحقیق مقدار LOF کمتر از دو دارند. به عنوان یک قانون، 
گرفته  نظر  در  دورافتاده  و  پرت  داده‌های  به عنوان  دارند،   2/5 از  بیشتری   LOF شاخص  که  مشاهداتی 
می‌شوند. به این ترتیب از 495 مشاهده موجود تعداد 29 مشاهده به عنوان داده دورافتاده شناسایی و حذف 
یافته است. بررسی مشاهدات حذف شده نشان می‌دهد،  شده‌اند و تعداد رکوردها به 466 رکورد کاهش 
مواردی از مجموعه داده‌های اولیه حذف شده‌اند که حداقل در یکی از متغیرها مقداری بیش از حد متعارف 
داشته‌اند. در این تحقیق شناخت و حذف داده‌هاي پرت به ‌منظور پاک‌سازی و با هدف از بين بردن عدم 

قطعيت در داده‌كاوي مورد استفاده قرار گرفته است.
همانطور که اشاره شد، یکی از اهداف این پژوهش شناسایی متغیرهای )مؤلفه ها( مؤثر بر کشف تقلبّ 
می‌باشد. در این بخش با استفاده از روش‌های مختلف آماری، تأثیر متغیرهای بالقوه مؤثر بر متغیر تقلبّ 
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)16 متغیر جدول3( اندازه گیری شده و بر اساس آن مؤثرترین مؤلفه ها جهت ورودی به مدل‌های پیش‌بینی 
وضعیت پرونده‌های مالیاتی تعیین شده است.

در این تحقیق به منظور شناسایی متغیرهای مؤثر بر پیش‌بینی تقلبّ و کاهش متغیرهای تحقیق از دو 
دسته روش انتخاب ویژگی استفاده شده است؛ روشهای مختلف فیلتری شامل روش نسبت سود اطلاعاتی1، 
روش Relief )فیلتری بر پایه نزدیک‌ترین همسایگی( و کای دو2 و روش‌های پوشاننده مانند الگوریتم 

ژنتیک3 هستند.
با توجه به اینک ه سه روش فیلتری استفاده ‌شده ممکن است نتایج متفاوتی ارائه کنند، به منظور ارائه 
یک روش مناسب برای انتخاب ویژگیهای تأثیرگذار، تصمیم گرفته شده که امتیازهای حاصله در سه روش 
فیلتری نسبت سود اطلاعاتی، روش Relief و روش کای دو با یکدیگر تجمیع شوند و سپس مؤلفه های 
مؤثر بر اساس جمع امتیازات رتبه‌بندی شوند. این روش‌ها بر داده‌های تحقیق اجرا شده و نتایج آن‌ها در 
جدول )4( ارائه شده است. میزان تأثیر هرکدام از این متغیرها بر متغیر وابسته در روش‌های فیلتری، مقداری 
بین صفر و یک اندازه گیری شده است. سه متغیر »مرحله مشمول«، »سابقه شرکت« و »نوع شخصیت« 
به عنوان تأثیرگذارترین متغیرها بر اساس روش Relief شناخته شده‌اند. از طرفی دیگر متغیرهای »سود و 

زیان انباشته«، »موجودی نقد« و »حوزه«، کمترین تأثیر را بر تقلبّ مالیاتی سازمان‌ها داشته‌اند.
تحلیل اوزان روش سود اطلاعاتی در جدول 4 بیانگر آن است که سه متغیر »دارایی جاری«، »بدهی 
»مرحله  نیز  دو  کای  روش  در  دارد.  پیش‌بینی  متغیر  بر  را  تأثیر  بیشترین  مشمول«  »مرحله  و  جاری« 
صاحبان  حقوق  »بدهی  متغیر  دو  همچنین  است.  شده  انتخاب  متغیر  تأثیرگذار‌ترین  عنوان  به  مشمول« 
سهام« و »سرمایه« به عنوان دو متغیر تأثیرگذار بعدی شناسایی شده‌اند. از طرف دیگر متغیر »وضعیت 

است.  نداشته  افراد غیرمتقلبّ  از  متقلبّ  افراد  بر شناسایی  تأثیری  استقرار« هیچ  محل 
جدول )4(- اوزان تأثیر متغیرهای تحقیق بر متغیر وابسته در روش‌های مختلف

وزن نهاییسود اطلاعاتیReliefکای‌دومتغیر

1.0001.0000.8512.851مرحله مشمول

0.4160.2041.0001.620دارائي جاري

1. Information Gain
2. Chi-square
3. Genetic Algorithm
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0.4640.1970.9251.586بدهي جاري

بدهی حقوق 
صاحبان سهام

0.6800.1510.7281.559

0.4880.0880.6101.186سرمايه

0.2970.1170.6591.073دارایی ثابت

0.3000.0930.6161.009حسابهاي دريافتني

سابقه فعاليت 
شركت

0.2290.5360.1480.912

0.2490.0090.5260.784سود و زيان انباشته

0.1770.0040.4200.601موجودی نقد

0.1830.2620.1260.571نوع شخصیت

0.1540.2260.1060.486سال

0.1910.0000.1520.344حوزه

0.1350.0370.1640.335بدهی بلند مدت

فعالیت های 
انتخاب شده

0.0580.0830.0480.189

وضعیت محل 
استقرار

0.0000.0460.0000.046

منبع: یافته های تحقیق

هرچند برخی از متغیرها مانند »مرحله مشمول« در سه روش بالاترین رتبۀ تأثیر را دارد، اما اختلافاتی در 
خروجی‌های این سه روش وجود دارد. برای تجمیع نتایج سه روش مذکور، وزن‌ها با یکدیگر جمع‌شده و در 
ستون آخر جدول 4 ثبت شده‌اند. با مرتب کردن اوزان تجمیعی، 10 متغیری که بیشترین وزن و بالای %60 
را داشتند، به عنوان متغیرهای برتر انتخاب شده‌اند. البته میزان و اولویت هریک از متغیرها بر متغیر پاسخ در 
روش‌های مختلف پیش‌بینی متفاوت است و اولویت آن‌ها در روش پیش‌بینی به طور دقیق‌تر تعیین می شود.
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از  مجموعه  بهترین  کردن  پیدا  به منظور  نیز  ژنتیک1  الگوریتم  رویکرد  از  فیلتری  روش‌های  بر  علاوه 
از متغیرها  انتخاب زیر مجموعه‌ای  استفاده شده است )جارمولاک و کرو، 1999(. در  متغیرهای مستقل 
توسط الگوریتم ژنتیک، جهش2 به معنی انتخاب یا عدم انتخاب متغیرها در هر بار اجرا می‌باشد. همچنین 
الگوریتم به این ترتیب است  توارث به معنی تعویض متغیرهای استفاده شده می‌باشد. نحوه کار در این 
که ابتدا تعداد P متغیر انتخاب می‌شوند )تعداد جامعه(. سپس برای هر متغیر انتخاب شده جهش اعمال 
می‌گردد به این ترتیب که متغیرهای استفاده نشده از مجموعه متغیرها خارج می‌شوند و مقدار احتمال آن 
به Pm )احتمال جهش( تغییر پیدا میک‌ند. سپس دو متغیر انتخاب می‌شوند و بین آن‌ها توارث با احتمال 
Pc صورت می‌پذیرد که نوع این توارث قابل انتخاب است. در این گونه انتخاب ویژگی بر اساس الگوریتم 

ژنتیک، تابع سازگاری که نمایان‌گر بهینگی می‌باشد، عبارت از یک مدل رده‌بندی کننده است. این به آن 
معنی است که وقتی مجموعه متغیرهای اولیه بر اساس احتمالات تنظیم شده انتخاب شدند، با استفاده از 
یک روش رده‌بندی بر روی این متغیرها، مدل‌سازی انجام می شود و دقت مدل ارزیابی می‌گردد. سپس 
انتخاب، جهش و توارث در متغیرهای مجموعه داده تا رسیدن به یک بهینگی در مدل ساخته شده ادامه 
پیدا میک‌ند. در تحقیق حاضر برای بررسی صحت انتخاب متغیرها از روش بیز ساده3 بهینه شده به منظور 
رده‌بندی استفاده شده است. به این ترتیب تعداد 7 متغیری که در جدول 5 ذکر شده‌اند به عنوان متغیرهای 

تأثیرگذار در این روش انتخاب شده‌اند.
جدول )5(- متغیرهای انتخاب شده توسط الگوریتم ژنتیک

نام متغیر

بدهی بلندمدتنوع شخصیت

سود و زيان انباشتهحوزه

بدهی حقوق صاحبان سهاممرحله مشمول

دارایي جاري

از آنجا که مقیاس داده‌ها ممکن است بر عملکرد روش‌های پیش‌بینی تأثیرگذار باشد، داده‌های هر متغیر 
قبل از انجام فرآیند مدل‌سازی استاندارد شده‌اند. کسر هر مشاهده از میانگین مربوطه و تقسیم آن بر انحراف 

1. Genetic Algorithm
2. Mutation
3. Naive Bayes
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معیار متغیر روش بی‌مقیاس‌سازی داده‌ها بوده است.

3-4- مدل‌سازی
مرحله مدل‌سازی به عنوان اصلی ترین مرحله در پروژه های دادهک اوی محسوب می شود که در ‌آن پاسخ 
مسئله اصلی داده می شود. مسئله اصلی این پژوهش توسعه مدلی مناسب برای پیش‌بینی وضعیت تقلبّ 
)کم‌اظهاری( اظهارنامه‌های مالیات بر ارزش افزوده بر اساس متغیرهای مؤثر بر آن )ده متغیر مؤثرتر در 
جدول 4 و هفت متغیر منتخب در جدول 5( است. به منظور افزایش دقت پیش‌بینی در این تحقیق جمعاً 12 
روش مختلف اجرا و خطای پیش‌بینی آن‌ها محاسبه شده است. دو روش درخت‌ تصمیم‌ و k نزدیک‌ترین 
همسایگی هرکدام در سه حالت )عادی، جمعی بگینگ و جمعی بوستینگ( بر دو گروه متغیرهای انتخاب 
ابتدا هر یک از دو روش درخت تصمیم و  الگوریتم ژنتیک اجرا شده است.  شده با روش‌های فیلتری و 
k نزدیکترین همسایگی با داده‌های اولیه برای دو دسته متغیر منتخب از روش‌های فیلتری )جدول 4( و 
الگوریتم ژنتیک )جدول 5( اجرا شده است و سپس هریک از این دو روش با دو روش جمعی بگینگ و 

بوستینگ به تفکیک دو مجموعه متغیر منتخب اجرا شده است. 
روش‌های جمعی بگینگ و بوستینگ زمانی بهک ار گرفته می‌شوند که داده‌ها نامتوازن باشند. در هریک از 
12 مدل اجرا شده، بهترین مقدار پارامتر مدل‌سازی، به کار گرفته شده است که تنظیمات مربوطه در جدول 

6 ارائه می شود. 
جدول )6(- تنظیمات پارامترهای هر مدل

مخفف نامپارامترهای تنظیم شدهنام مدل

درخت تصمیم
yygain ratio( شاخص انشعاب دهی 

)information gain،gini index ،accuracy،

yy)20 ،15 ،5،10( :عمق درخت
DT

بگینگ درخت تصمیم

yy gain ratio( شاخص انشعاب دهی
)information gain ،gini index ،accuracy،

yy)20 ،15 ،5،10( :عمق درخت
yy)1 ،0.9  ،0.8( :نسبت انتخاب نمونه

DT-bag
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بوستینگ درخت تصمیم

yy gain ratio( شاخص انشعاب دهی 
 information gain ،gini index،

)،accuracy

yy)20 ،15 ،5 ،10( :عمق درخت
yy)10 ،9 ،8( تعداد تکرار

DT-boost

K نزدیک‌ترین 
همسایگی

yy)20 ،15 ،10 ،5( KKNN

بگینگ K نزدیک‌ترین 
همسایگی

yy)20 ،15 ،10 ،5( K
yy)1 ،0 ،9 ،0 ،8( :نسبت انتخاب نمونه

KNN-bag

 K بوستینگ
نزدیک‌ترین همسایگی

yy)20 ،15 ،10 ،5( K
yy)10 ،9 ،8( تعداد تکرار

KNN-boost

منبع: یافته های تحقیق

روش درخت تصمیم به عنوان یکی از روش‌های پیش‌بینی و دسته‌بندی، بر اساس متغیرهای مستقل و 
متغیر وابسته اقدام به ساخت درخت سلسله مراتبی میک‌ند. هر گره در درخت تصمیم، متناظر با یک متغیر 
مستقل و هر کمان واسط بین والد به فرزند، نمایانگر یک مقدار ممکن برای آن متغیر است. متغیرها به 
ترتیب میزان تأثیر آن‌ها در لایه‌های مختلف به سطوح مختلف )کمان‌ها( تقسیم می‌شوند تا درختی با عمق 
حداکثر برابر تعداد متغیرها ایجاد شود. با استفاده از درخت تصمیم می‌توان مجموعه‌ای قانون1 )اگر-آنگاه( 
برای پیش‌بینی متغیر وابسته ایجاد کرد. به عنوان مثال اگر متغیرهای مؤثر در دامنه سطوح یک شاخه درخت 
باشد، احتمال قرار گرفتن پرونده در یکی از وضعیت‌های تقلبّ معین می شود. روش‌ها و معیارها در روش 
درخت تصمیم برای انشعاب‌دهی در هر گره توسعه داده شده است که در این تحقیق مطابق جدول 6 از 

شاخص‌‌های »گین«2، »اطلاعاتی گین«3 و »جینی«4 استفاده شده است.
در روش k نزدیک‌ترین همسایه، یک گروه شامل k نمونه از مجموعه نمونه‌های آموزشی که نزدیک‌ترین 
نمونه‌ها به نمونه آزمایشی باشند را انتخاب کرده و بر اساس برتری رده یا برچسب مربوط به آن‌ها در مورد 

1. Rule
2. Gain Ratio
3. Information Gain
4. Gini Index
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دسته نمونه آزمایشی مزبور تصمیم‌گیری می‌نماید. به عبارت ساده‌تر این روش رده‌ای را انتخاب میک ند 
که در همسایگی انتخاب شده، بیشترین تعداد نمونه منتسب به آن دسته باشند. بنابراین رده‌ای که از همه 
رده‌ها بیشتر در بین k نزدیک‌ترین همسایه مشاهده شود، به عنوان رده نمونه جدید در نظر گرفته می شود.

استفاده  رده‌بندی1  دقت  ارزیابی  شاخص‌های  از  پیش‌بینی  مختلف  مدل‌های  کارایی  ارزیابی  به منظور 
می شود و فرایند اجرا شامل دو مرحله آموزش و ارزیابی دقت مدل است. ابتدا مجموعه داده‌های جمع‌آوری 
شده به صورت تصادفی به دو مجموعه داده‌های آموزش و آزمایش با نسبت‌های 70 و 30 درصد تقسیم 
شده است. با استفاده از داده‌های آموزش، پارامترهای درونی مدل تنظیم می شود و از داده‌های آزمایش 
برای اندازه گیری دقت مدل‌های پیش‌بینی استفاده می شود تا نزدیکی مقدار پیش‌بینی متغیر خروجی توسط 
مدل با واقعیت )نتیجه‌ای که از قبل معلوم بوده و به مدل نشان داده نشده است( اندازه گیری شود. جهت 
مقایسه مناسب‌تر مدل‌های پیش‌بینی، داده‌های آموزش و آزمایش برای مدل‌های مختلف یکسان بوده و 

نمونه‌ها برای هر مدل پیش‌بینی تغییر نکرده‌اند.
جدول )7(- پارامترها و  نتایج مدل‌سازی با استفاده از متغیرهای انتخابی توسط سه روش فیلتری

دقت آزمونبهترین پارامترهانام روش

82,14%شاخص انشعاب دهی = gain information با عمق 5درخت تصمیم

بگینگ درخت تصمیم
شاخص انشعاب دهی = gain information با عمق 5  

و درصد نمونه = 0.9 و 1
%82,14

بوستینگ درخت تصمیم
شاخص انشعاب دهی = gain information  با عمق 5  

و تعداد تکرار=8 یا 9 یا 10
%82,14

KNN20 = K%71,43
KNN-bag1 = 20 =  و درصد نمونهK%71,43
KNN-boost10 20 =  و تعداد تکرار = 8 یا 9 یاK%71,43

سایر پارامترها

00,80 %شاخص انشعاب دهی =ratio gain با عمق 5درخت تصمیم

1. Accuracy
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80,00 %شاخص انشعاب دهی =gini index با عمق 5درخت تصمیم

درخت تصمیم
شاخص انشعاب دهی =accuracy با عمق 5 و 10 و 15 

و 20
% 74,29

درخت تصمیم
شاخص انشعاب دهی =ratio gain با عمق 10 و 15 و 

20
% 72,14

  درخت تصمیم
شاخص انشعاب دهی = gain information با عمق 10 

و 15 و 20
% 72,14

درخت تصمیم
شاخص انشعاب دهی =gini index با عمق 10 و 15 و 

20
% 73,57

بگینگ درخت تصمیم
شاخص انشعاب دهی = ratio gain  با عمق 5 و درصد 

نمونه = 0.8 
%77,14

بگینگ درخت تصمیم
شاخص انشعاب دهی = gain information با عمق 5 

و درصد نمونه = 0.8 
%76,43

بگینگ درخت تصمیم
شاخص انشعاب دهی = gini index با عمق 5  و درصد 

نمونه = 0.8 
%73,57

بگینگ درخت تصمیم
شاخص انشعاب دهی = accuracy با عمق 5 و 10 و 

15 و 20  و درصد نمونه = 0.8 
%70,71

بگینگ درخت تصمیم
شاخص انشعاب دهی = ratio gain با عمق 10 و 15 و 

20 و درصد نمونه = 0.8 
%72,86

بگینگ درخت تصمیم
شاخص انشعاب دهی = gain information با 

عمق‌‌10و‌‌15و‌20 و درصد نمونه = 0.8 
%68,57

بگینگ درخت تصمیم
شاخص انشعاب دهی = gini index با عمق 10 و 15 و 

20 و درصد نمونه = 0.8 
%68,57
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بگینگ درخت تصمیم
شاخص انشعاب دهی = ratio gain با عمق 5  و درصد 

نمونه = 0.9 و 1
%80,00

بگینگ درخت تصمیم
شاخص انشعاب دهی = gini index با عمق 5  و درصد 

نمونه = 0.9 
%80,00

بگینگ درخت تصمیم
شاخص انشعاب دهی = accuracy با عمق 5 و 10 و 

15 و 20 و درصد نمونه = 0.9 
%57/73

بگینگ درخت تصمیم
شاخص انشعاب دهی = ratio gain با عمق 10 و 15 و 

20 و درصد نمونه = 0.9 
%71/75

بگینگ درخت تصمیم
شاخص انشعاب دهی= gain information با عمق10و 

15و20و درصد نمونه=0.9و1
%73,57

بگینگ درخت تصمیم
شاخص انشعاب دهی = gini index با عمق 10 و 15 و 

20 درصد نمونه = 0.9 
%71,75

بگینگ درخت تصمیم
شاخص انشعاب دهی = gini index با عمق 5  و درصد 

نمونه = 1 
%80,71

بگینگ درخت تصمیم
شاخص انشعاب دهی = accuracy  با عمق 5 و 10 و 

15 و 20  و درصد نمونه = 1 
%74,29

بگینگ درخت تصمیم
شاخص انشعاب دهی = ratio gain با عمق 10 و 15 و 

20 و درصد نمونه = 1
%73,57

بگینگ درخت تصمیم
شاخص انشعاب دهی = gini index با عمق 10 و 15 و 

20 درصد نمونه = 1
%75,00

بوستینگ درخت تصمیم
شاخص انشعاب دهی = ratio gain  با عمق5 و تعداد 

تکرار=8 یا 9 یا 10
%80,00

بوستینگ درخت تصمیم
شاخص انشعاب دهی=gain information با 

عمق10و15و20و تعداد تکرار=8یا9یا10
%76,43
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بوستینگ درخت تصمیم
شاخص انشعاب دهی = gini index با عمق 5 و  تعداد 

تکرار= 8یا 9یا 10
%80,00

بوستینگ درخت تصمیم
شاخص انشعاب دهی = accuracy با عمق 5 و 10 و 

15 و 20 و تعداد تکرار=8 یا 9 یا 10
%74,29

بوستینگ درخت تصمیم
شاخص انشعاب دهی = ratio gain  با عمق10 و 15 و 

20 و تعداد تکرار=8 یا 9 یا 10
%75,71

بوستینگ درخت تصمیم
شاخص انشعاب دهی = gini index با عمق 10 و 15 و 

20 و  تعداد تکرار= 8یا 9یا 10
%77,14

KNN= K 15 68,57%5 و
KNN= K 10%67,14

KNN-bag1 و درصد نمونه =0.8 و = K 15 68,57%5 و
KNN-bag0.9= و درصد نمونه = K 10 67,86%5 و
KNN-bag0.8= و درصد نمونه = K 10%67,86
KNN-bag1= و درصد نمونه = K 10%67,14
KNN-bag0.9= و درصد نمونه = K 15%67,29
KNN-bag0.9= و درصد نمونه = K 20%70,71

KNN-boost10 15 = و تعداد تکرار = 8 یا 9 یاK 68,57%5 و
KNN-boost10 10 = و تعداد تکرار = 8 یا 9 یاK%67,14

منبع: یافته های تحقیق

جدول )8(- پارامترها و  نتایج مدل‌سازی با استفاده از متغیرهای انتخابی توسط روش 
الگوریتم ژنتیک

دقت آزمونبهترین پارامترهانام روش

43,81%شاخص انشعاب دهی= ratio gain با عمق ۱۰و ۱۵و ۲۰ درخت تصمیم
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دقت آزمونبهترین پارامترهانام روش

بگینگ درخت تصمیم
شاخص انشعاب دهی = ratio gain با عمق 10 و 15 و 

20 و درصد نمونه = 1
%71,80

بوستینگ درخت تصمیم
شاخص انشعاب دهی = gini index با عمق 5 و تعداد 

تکرار=8 یا 9 یا 10
%80

KNN= 15K%86,67
KNN-bag0.9 = با درصد نمونه =K 15%29,69

KNN-boost10 با تعداد تکرار=8 یا 9 یا =K 15%86,67

سایر پارامترها

00,80%شاخص انشعاب دهی= ratio gain با عمق 5درخت تصمیم

00,75%شاخص انشعاب دهی= gain information با عمق 5درخت تصمیم

درخت تصمیم
شاخص انشعاب دهی= gini index با عمق 5 و 10 و 

15 و 20
%43,76

درخت تصمیم
شاخص انشعاب دهی= accuracy با عمق 5 و 10 و 15 

و 20
%14,67

درخت تصمیم
شاخص انشعاب دهی= gain information با عمق 10 

و 15 و 20
%43,76

بگینگ درخت تصمیم
شاخص انشعاب دهی = ratio gain با عمق 5 و 10 و 

15 و 20 و درصد نمونه = 0.8
%57,78

بگینگ درخت تصمیم
شاخص انشعاب دهی = gain information با عمق 5 

درصد نمونه = 0.8
%14,72

بگینگ درخت تصمیم
شاخص انشعاب دهی = gini index با عمق 5 درصد 

نمونه = 0.8
%71,75
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دقت آزمونبهترین پارامترهانام روش

بگینگ درخت تصمیم
شاخص انشعاب دهی = accuracy با عمق 5 و 10 و 

15 و 20 و درصد نمونه = 0.8 و 0.9
%43,66

بگینگ درخت تصمیم
شاخص انشعاب دهی = gain information با عمق 10 

و 15 و 20 و درصد نمونه = 0.8
%00,75

بگینگ درخت تصمیم
شاخص انشعاب دهی = gini index با عمق 10 و 15 و 

20 و درصد نمونه = 0.8
%14,77

بگینگ درخت تصمیم
شاخص انشعاب دهی = ratio gain با عمق 5 و درصد 

نمونه = 0.9
%57,78

بگینگ درخت تصمیم
شاخص انشعاب دهی = gain information با عمق 5 

درصد نمونه = 0.9
%00,75

بگینگ درخت تصمیم
شاخص انشعاب دهی = gini index با عمق  5 و10 و 

15 و 20 درصد نمونه = 0.9
%14,77

بگینگ درخت تصمیم
شاخص انشعاب دهی = ratio gain با عمق  5 درصد 

نمونه = 1
%00,80

بگینگ درخت تصمیم
شاخص انشعاب دهی = gain information با عمق  5 

درصد نمونه = 1
%29,79

بگینگ درخت تصمیم
شاخص انشعاب دهی = gini index با عمق  5 و 10 و 

15 و 20 درصد نمونه = 1
%43,76

بگینگ درخت تصمیم
شاخص انشعاب دهی = accuracy با عمق  5 و 10 و 

15 و 20 درصد نمونه = 1
%14,67

بگینگ درخت تصمیم
شاخص انشعاب دهی = gain information با عمق  

10 و 15 و 20 درصد نمونه = 1
%43,76
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دقت آزمونبهترین پارامترهانام روش

بوستینگ درخت تصمیم
شاخص انشعاب دهی = gain information با عمق 5 

و تعداد تکرار=8 یا 9 یا 10
%00,75

بوستینگ درخت تصمیم
شاخص انشعاب دهی = gini index با عمق 5 و تعداد 

تکرار=8 یا 9 یا 10
%71,75

بوستینگ درخت تصمیم
شاخص انشعاب دهی = accuracy با عمق 5 و 10 و 

15 و 20 و تعداد تکرار=8 یا 9 یا 10
%14,67

بوستینگ درخت تصمیم
gain informa� یا ratio gain  شاخص انشعاب دهی  =
tion با عمق 10 و 15 و 20 و تعداد تکرار=8 یا 9 یا 10

%57,78

بوستینگ درخت تصمیم
شاخص انشعاب دهی = gini index با عمق 10 و 15 و 

20 و تعداد تکرار=8 یا 9 یا 10
%43,76

KNN= K 5 %14,65
KNN= K 10 %14,67
KNN= K 20 %%71,65

KNN-bag0.8 = با درصد نمونه = K 5%57,63
KNN-bag0.9 = با درصد نمونه = K 5%29,64
KNN-bag1 = با درصد نمونه = K 5%71,65
KNN-bag0.8 = با درصد نمونه = K 10%71,65
KNN-bag1 با درصد نمونه = 0.9 و = K 10%43,65
KNN-bag0.8 = با درصد نمونه = K 20 57,68%15 و
KNN-bag1 = با درصد نمونه = K 15%86,67

KNN-bag0.9 = با درصد نمونه = K 20%86,67

KNN-bag1 = با درصد نمونه = K 20%14,67
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دقت آزمونبهترین پارامترهانام روش

KNN-boost10 با تعداد تکرار=8 یا 9 یا =K 5%71,65
KNN-boost10 با تعداد تکرار=8 یا 9 یا =K 10%43,65

KNN-boost10 با تعداد تکرار=8 یا 9 یا =K 20%14,67
منبع: یافته های تحقیق

در این تحقیق برای توسعه مدل پیش‌بینی از نرم‌افزار رپیدماینر، یکی از نرم‌افزارهای قدرتمند دادهک‌اوی 
 ‌k روش  سه  و  تصمیم  درخت  پیش‌بینی  روش  سه  مناسب  پارامترهای   7 جدول  در  است.  شده  استفاده 
نزدیک‌ترین همسایگی به همراه دقت پیش‌بینی آن‌ها زمانی که از متغیرهای انتخابی سه روش فیلتری 
استفاده شده باشد، نشان داده شده است. به طور مشابه در جدول 8 پارامترهای مدل‌های مختلف پیش‌بینی، 
زمانی که از متغیرهای انتخابی توسط روش الگوریتم ژنتیک استفاده شود، ارائه شده است. برای افزایش 
دقت هر مدل، مدل‌ها با پارامترهای متنوع )مانند عمق‌های مختلف در روش درخت تصمیم( اجرا شده و 

بهترین مقدار دقت در ستون مربوطه ثبت شده است.
3-5- ارزیابی نتایج

این پژوهش، درصد  بیانگر دقت مدل پیش‌بینی است. در  بین مقادیر پیش‌بینی و مقدار واقعی،  اختلاف 
تعداد  نسبت  یعنی  است.  شده  استفاده  مدل  ارزیابی  معیار  عنوان  به  پیش‌بین  متغیر  صحیح  تشخیص 
آخر  در ستون  می‌باشد.  مدل  ارزیابی عملکرد  معیار  داده‌ها،  به کل  پیش‌بین  مدل  تشخیص‌های صحیح 
انتخابی  متغیرهای  برای  تفکیک  به  مختلف  مدل‌های  از  یک  هر  پیش‌بینی  دقت   ،8 و   7 جدول های 

است.  شده  ارائه  ژنتیک  الگوریتم  و  فیلتری  روش‌های 
دقتی  بوستینگ،  و  بگینگ  تصمیم،  درخت  پایه  روش  نشان می‌دهد،  مذکور  نتایج جدول های  مطالعه 
برابر با یکدیگر )14,82 درصد( دارند. یعنی روش‌های بگینگ و بوستینگ تأثیری در افزایش دقت روش 
با سه  از روش درخت تصمیم در مقایسه  آمده  به دست  نتایج  نداشتهاند و همچنین  پایه درخت تصمیم 
روش مرتبط با ‌k نزدیک‌ترین همسایگی قابل اعتمادتر است. شکل زیر خروجی روش درخت تصمیم را به 
ازای داده‌های تحقیق نشان می‌دهد. برای ارزیابی بهتر می‌توان در تحقیقات آتی از رویکرد اعتبارسنجی 
آموزش  داده‌های  داده‌ها تحت عنوان  از  زیرمجموعه‌های متعددی  استفاده کرد که در آن  نیز  ضربدری1 
میانگین درصد دقت  ارزیابی شود.  اجراهای متعدد  با  تا دقت مدل پیش‌بینی  انتخاب می شود  آزمایش  و 

1. Cross Validation
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ارزیابی عملکرد مدل می‌باشد. پیش‌بینی اجراهای متعدد، مبنای 

شکل )2(- خروجی شبکه درخت تصمیم مسئله کشف تقلبّ )یا فرار( مالیاتی

هر کدام از مسیرها در درخت تصمیم فوق منجر به تصمیم‌گیری در مورد یک اظهارنامه مالیات بر ارزش 
افزوده است. به عنوان مثال در صورتی که سابقه شرکت مورد بررسی بین یک تا سه سال باشد، لازم است 
به دارایی جاری شرکت مورد بررسی توجه کرد. در  صورتی که دارایی جاری آن بیشتر از 500,66028 واحد 
باشد، به احتمال زیاد تقلبّی در آن صورت نگرفته است )متغیر پاسخ مقدار صفر دارد(. همان طور که در شکل 
2 مشخص است، سابقه فعالیت و مرحله مشمولیت بیشترین تأثیر را در تعیین وضعیت پرونده‌های مالیاتی 
داشته‌اند. مقبولیت قواعد مستخرج از شکل 2 بر اساس نظرات ممیزین این حوزه و نتایج حاصل از اجرای 

آن بر داده‌های آزمون )با دقت بالای 82 درصد( تایید شده است.
3-6- اجرا و گسترش نتایج

در مرحله پایانی پروژه دادهک‌اوی، دانش و نتايج به دست آمده در فرآيندهاي كسب و كار جهت بهبود و 
نيل به اهداف مرحله اول به كار گرفته مي‌شوند. بر اساس نتایج درخت تصمیم می‌توان قوانینی در اختیار 
ممیزین مالیاتی قرار گیرد تا درجه کم‌اظهاری در اظهارنامه‌های مالیات بر ارزش افزوده را محاسبه کرد. این 
قوانین از دنبالک‌ردن هر یک از مسیرهای شبکه شکل 2 به عنوان یک قانون استخراج می‌شوند. به منظور 

تبیین نحوه استفاده از شکل 2، سه نمونه از قوانین قابل استخراج از این شکل در ادامه ارائه شده است.
قانون 1: اگر سابقه فعالیت شرکت 1 تا 3 سال باشد و دارایی جاری آن بیشتر از 5,66028 واحد باشد، آنگاه 

= فعالیت5 تا = فعالیت حداکثر یک سال
10سال

= فعالیت 1تا 
3 سال

2.0

2.02.02.02.02.02.0

2.0 0.0

0.00.00.00.00.0

0.0

0.0 0.0 0.01.0

1.0

1.01.0

0.0

سابقه فعالیت شرکت

دارایی جاریمرحله مشمولیتمرحله مشمولیتمرحله مشمولیت

موجود نقدموجود نقدبدهی حقوق صاحبان سهامدارایی ثابتسود و زیان انباشتهدارایی جاریحساب های دریافتیبدهی حقوق صاحبان سهام حساب های دریافتی

بدهی حقوق
 صاحبان سهام

= فعالیت بیش 
از 10سال

= فعالیت3 تا 
5 سال

<17 ≤ 17.500 <484 ≤ 48441 <115 ≤ 115031 <292 ≤29285 <5404≤540 <87802 ≤ 87802

<318 ≤31894

<441 ≤441 <188≤18858<548 ≤ 5488

66028.500=66028>= مشمول مرحله چهارم، مرحله دوم، مرحله اول= مشمول مرحله چهارم، مشمول مرحله دوم مشمول مرحله اول = مشمول مرحله چهارم، مرحله پنجم، مرحله دوم = مشمول مرحله اول
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اظهارنامه تحویلی تقلبّ ندارد )انحراف مقدار اظهاری و تاییدی کمتر از 15 درصد است(. 
قانون 2: اگر سابقه فعالیت شرکت 1 تا 3 سال باشد و دارایی جاری آن کمتر از 5,66028 و موجودی 
نقد آن کمتر از 5,17 واحد باشد، آنگاه اظهارنامه تحویلی مشکوک به تقلبّ است )انحراف مقدار اظهاری و 

تاییدی بیشتر از 15 درصد و کمتر از 50 درصد است(. 
قانون 3: اگر سابقه فعالیت شرکت 1 تا 3 سال باشد و دارایی جاری آن کمتر از 5,66028 و موجودی نقد 
آن بیشتر از 5,17 واحد باشد، آنگاه اظهارنامه تحویلی تقلبّ دارد )انحراف مقدار اظهاری و تاییدی بیشتر 

از 50 درصد است(. 
به ساخت مدل  اقدام  بیشتری  داده‌های  با  رویکرد حاضر  از  مالیاتی کشور  امور  در صورتی که سازمان 
پیش‌بینی نماید، قطعاً قوانین معتبرتری برای تعیین وضعیت پرونده‌ها قبل از بررسی حاصل خواهد کرد.

4- نتیجه‌گیری و پیشنهادات
وجود تقلبّ و کم‌اظهاری در اظهارنامه‌های مالیات بر ارزش افزوده یکی از مشکلات و مسائلی است که 
و  اظهارنامه‌ها  ارزیابی  پیش  برای  مکانیزه  توسعه روش‌های  مواجه هستند.  آن  با  مالیاتی کشور  سازمان 
پیش‌بینی میزان تقلبّ در آن‌ها به استفاده از منابع انسانی و کاهش هزینه‌های سازمان مالیاتی و افزایش 
بهره‌وری کمک شایانی خواهد نمود. با توجه به آمار به دست آمده از سازمان امور مالیاتی کشور در خصوص 
فرار از مالیات و تقلبّ مالیاتی مؤدیان، می‌توان چنین برداشت نمود که سیستم‌هایی به منظور بررسی بیشتر 
داده‌های موجود در این سازمان‌ها نیاز است. زیرا یکی از مهم‌ترین مشکلاتی که سازمان‌های مالیاتی با آن 
مواجه هستند عدم همكاري مؤدیان مالیاتی در خصوص پرداخت صحیح ماليات بر ارزش افزوده می‌باشد که 
در نهایت از این داده‌ها می‌توان دانش مناسبی را به منظور تسهیل در بازرسی‌های مؤدیان استخراج نمود. 
در این پژوهش از طریق مصاحبه، مؤلفه های بالقوه مؤثر بر شناسایی اظهارنامه‌های کم‌اظهار تعیین شده‌اند. 
داده‌های 495 اظهارنامه مالیات بر ارزش افزوده و عملکردی مربوطه به طور تصادفی جمع‌آوری شده است. 
از اختلاف مقدار خوداظهاری )مالیات ابرازی( و مالیات تعیین‌شده نهایی به عنوان معیار کشف تقلبّ )متغیر 
وابسته تحقیق( استفاده شده و تقلبّ )کم‌اظهاری( شامل سه وضعیت سالم )انحراف کمتر از 15 درصد(، 

مشکوک به تقلبّ )انحراف بین 15 تا 50 درصد( و تقلبّ )انحراف بیش از 50 درصد( تعیین شده است. 
 ‌‌k و  پایه درخت ‌تصمیم  از دو روش  افزوده  ارزش  بر  مالیات  پرونده‌های  پیش‌بینی وضعیت  به ‌منظور 
است. تلاش شده  استفاده شده  بوستینگ  و  بگینگ  روش‌های جمعی  همراه  به  نزدیک‌ترین همسایگی 
ارتقاء  پیش‌بینی  برای  آن‌ها  تا دقت  انتخاب شود  استفاده شده  پارامترهای مدل‌های  برای  مقدار  بهترین 
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دقت 14,82  با  می‌تواند  مقاله،  این  در  داده شده  توسعه  تصمیم  درخت  نشان می‌دهد، روش  نتایج  یابد. 
درصد وضعیت پرونده‌های مالیات بر ارزش افزوده را از منظر کم‌اظهاری پیش‌بینی کند. همچنین قوانین 
تصمیم‌گیری به عنوان خروجی این مدل برای تصمیم‌گیری ممیزین مالیاتی توسعه داده شده است. نتایج 
مالیاتی  پرونده‌های  وضعیت  تعیین  در  را  تأثیر  بیشترین  مشمول  مرحله  و  فعالیت  سابقه  می‌دهد،  نشان 
داشته‌اند. لذا توجه به این چند متغیر از سوی ممیزین مالیات بر ارزش افزوده می‌تواند در کشف پرونده‌های 
تقلبّ مفید باشد. استفاده از سایر روش‌های پیش‌بینی به منظور افزایش دقت پیش‌بینی، پیاده‌سازی مدل 
پیشنهادی در این تحقیق بر روی مجموعه داده‌های بیشتر و مقایسه نتایج با نتایج به دست آمده در این 
مقاله و همچنین تعریف، جمع‌آوری و به کارگیری متغیرهای مستقل بیشتر برای افزایش دقت پیش‌بینی از 

آتی می‌باشد. پیشنهادات تحقیقات  جمله 
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