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چكیده
امروزه دانش به عنوان یک منبع ارزشمند و استراتژیک و نيز یک دارایی برای ارزیابی و پيش بينی مطرح است و 
ارائه این راهکارها در زمينه كشف فرار مالياتی شركت ها به بحث داغی تبدیل شده است. هدف از این تحقيق 
ارائه مدل جدید برای تشخيص مؤدیان مالياتی است كه فرار مالياتی دارند. ایده اصلی مقاله از مقایسه نسبت های 
مالی شركت مورد نظر با نسبت های سال گذشته و همچنين برآورد ماليات سال مورد رسيدگی از روی ماليات 
سال قبل گرفته شده است. الگوریتمی كه در این تحقيق از آن استفاده شده مبتنی بر یک الگوریتم تركيبی است 
كه از تركيب الگوریتم درخت تصميم ID3 و شبکه بيزین تشکيل شده است. نتایج حاصل از اجرای مدل ها نشان 
می دهد كه كه الگوریتم پيشنهادی با 60/58% دقت، دارای بالاترین دقت صحت و با 43/76% اشتباه دارای 
كمترین ميزان اشتباه می باشد كه از الگوریتم های ID3 و الگوریتم بيزین كه الگوریتم های پایه روش پيشنهادی 

می باشند، نيز بسيار بهتر عمل می كند.
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1- مقدمه
ماليات به دليل اهميت آن در جبران مخارج عمومي و آثار اقتصادي كه به همراه دارد، همواره مورد توجه تمام 
دولت ها بوده است و مطالعات متعددي پيرامون این موضوع و ابعاد مختلف آن، توسط پژوهش گران انجام گرفته 
است كه فرار مالياتي یکي از موارد مهم در این پژوهش ها مي باشد و براي كشف و شناسایي آن روش هاي 
بسياري ارائه می شود. فرار مالياتی یکی از اجزای اقتصاد غيررسمی است كه در آن، افراد قانون گریز به ازای 
فعاليت های قانونی انجام شده، تمام یا قسمتی از ماليات خود را نمی پردازند. در فرار مالياتی، افراد قانون گریز بر 
خلاف قوانين و مقررات كشور فعاليت اقتصادی یا كار غير قانونی انجام می دهند كه از این جهت قابل مشاهده 
نيست و در آمارهای رسمی كشور ثبت نمی شود؛ اما به هر حال بررسی و شناخت علل و عوامل مؤثر بر آن اهميت 
دارد. فرار مالياتی در واردات كشور بيانگر آن است كه كالاهایی به طور پنهانی و بدون پرداخت ماليات و عوارض 
گمركی وارد كشور می شوند كه این مورد از مصادیق قاچاق كالا به داخل كشور است )مداح و نعمت الهی، 
1390(. این در حالی است كه هر وضعيتی از عدم تمکين كه منجر به عدول از انجام تکاليف مالياتی و قانونی 
اشخاص حقيقی و حقوقی گردد، نيز فرار مالياتی به حساب می آید مانند عدم تسليم اظهارنامه مالياتی در موعد 
مقرر قانونی، گزارش كمتر از واقع درآمد، سود یا ثروت، گزارش بيش از واقع كسورات، ارائه اطلاعات مخدوش، 

تأخير در پرداخت به موقع ماليات برای سوء استفاده از شرایط تورمی )ضيایی و طهماسبی، 2004(.
به طور كلی، روش های سنتی پيش بينی فرار مالياتی در صورت های مالی دارای برخی مفروضات محدود 
كننده مانند خطی بودن، نرمال بودن و مستقل بودن متغيرهای پيش بينی كننده یا ورودی ها است. نظر به اینکه 
در ارتباط با داده های مالی، تخطی از این مفروضات متصور است، این روش های سنتی در ارتباط با ميزان 
كارایی و اعتبار، دارای محدودیت های زیادی هستند. اما روش های مصنوعی و از آن جمله الگوریتم ژنتيک 
دارای ناسازگاری و موارد تخطی كمتری در ارتباط با این مفروضات می باشند. یکی از برتری های الگوریتم 
ژنتيک نسبت به سایرین عدم وابستگی این الگوریتم بر فرضيه های آماری محدودكننده و نرمال بودن توزیع 
نسبت ها یا برابری واریانس یا كوواریانس ماتریس نسبت ها است )پورزمانی، 1392(. در این بين جدیدترین 
روش هایی كه می توان به وسيله آنها فرار مالياتی را پيش بينی و كشف نمود، الگوریتم های یادگيری ماشين  
است. یادگيری ماشين فرآیند استفاده از داده ها است كه به طور خودكار مدل می سازد. این ماشين به عنوان 
ورودی از مجموعه ای از ویژگی های شناخته شده استفاده می كند و به عنوان خروجی چيزی به عنوان مدلی 

برای پيش بينی ارائه می دهد.
با توجه به مطالب بالا، هدف از این تحقيق ارائه مدل جدید برای تشخيص مؤدیان دارای فرار مالياتی است.  
ایده اصلی مقاله از مقایسه نسبت های مالی شركت مورد نظر با نسبت های سال گذشته و همچنين برآورد ماليات 
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سال مورد رسيدگی از روی ماليات سال قبل گرفته شده است. الگوریتمی كه در این تحقيق از آن استفاده شده 
مبتنی بریک الگوریتم تركيبی است كه از تركيب الگوریتم درخت تصميمID3 و شبکه بيزین تشکيل شده 
است. این الگوریتم ها بدین دليل انتخاب شدند كه هر یک به تنهایي داراي مزایا و معایبي مي باشند ولی با ادغام 
آنها، معایب این روش ها پوشانده می شود و به دقت بالاتري دست یافته و همچنين براي انتخاب ویژگي نيز از 
الگوریتم مجموعه راف تركيب شده با تحليل سلسله مراتبي استفاده شده است كه از مجموعه تمام نسبت هاي 

مالی تنها بتوان ویژگي ها و یا همان نسبت هاي مالي مؤثرتر را شناسایي نمود.
در این مقاله، در بخش دوم مروری بر ادبيات موضوع ارائه شده است. در بخش سوم به روش تحقيق 
پرداخته شده است. بخش چهارم به نتایج اجرای مدل اختصاص دارد و در نهایت، در بخش پنجم، نتيجه گيری 

و توصيه های سياستی ارائه شده است.

2- مروری بر ادبیات موضوع

2-1- مبانی نظری
دانستن اینکه چرا فرار مالياتي ایجاد مي شود، بسيار مهم است؛ چراكه بدون درک عوامل تعيين كننده فرار مالياتي، 
ارائه و ارزیابي سياستها در جهت رفع و یا كاهش آن مشکل مي شود. مطالعات نظري، تجربي و آزمایشگاهي 
پيرامون فرار مالياتي )یا تمکين مالياتي( نشان مي دهند كه افراد عموماً نسبت به عواملي نظير افزایش نرخ ماليات، 
افزایش نرخ حسابرسي، حسابرسي كاراتر، تکرار حسابرسي، انتخاب استراتژیک یا هدفمند حسابرسي، افشاي 
عمومي نتایج حسابرسي، افزایش نرخ جریمه، انتشار اطلاعات بين سازمانهاي دولتي حسابرس، افزایش پاداش 
براي تمکين مالياتي، اتصال بيشتر ماليات و خدمات عمومي، افزایش مشاركت مؤدیان در تصميمات گروهي، 
عفو مالياتي، افزایش پيچيدگي و نااطميناني در قوانين و خدمات بهتر براي مؤدیان، واكنشي قابل پيش بيني دارند. 

تعریف فرار مالیاتی

ماناسان  )1998( هر گونه تلاش غيرقانوني به منظور نپرداختن ماليات را فرار مالياتي مي خواند. این امر به طرق 
مختلف مانند ندادن اطلاعات لازم در مورد عواید و منافع مشمول ماليات، اظهار بيشتر از حد ميزان هزینه و 

استفاده از رسيدهاي جعلي صورت مي پذیرد.
اشنایدر و همکارش )2000(1 فرار مالياتي را به عنوان كاهش غير قانوني ماليات پرداختي از طریق عدم 

گزارش درآمد یا اعلام نمودن نر خ هاي تفریق بالاتر تعریف مي نمایند.

1. Schneider et al.
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مدل هاي فرار مالیاتي

نظریه هاي مطرح شده در باب فرار مالياتي بسيار فراوان اند. عده اي از محققان با استفاده از عوامل اقتصادي سعي 
در توضيح این پدیده نموده اند كه از آن جمله، مي توان به مطالعه آلينگهام و ساندمو )1972( اشاره كرد. این 
محققان در مطالعه مذكور موفق به ارائه مدل استاندارد مالياتي شدند كه یکي از مطرح ترین مدل ها در مورد فرار 
مالياتي است. در این مدل، رفتار یک مؤدي مالياتي ریسک گریز در مورد تصميم به تمکين و یا عدم تمکين 
مالياتي، در لحظه تکميل اظهارنامه و با توجه به عقلانيت اقتصادي، مورد بررسي قرار مي گيرد. این دسته از 
نظریات كه تنها عوامل اقتصادي را مورد توجه قرار مي دهند، با توجه به چندبعدي بودن فرار مالياتي، مورد 
انتقادات شدیدي قرار گرفتند. این انتقادات باعث تعدیل نظریه آلينگهام و ساندمو گشت؛ به گونه اي كه عده اي 
تلاش كردند كه عوامل غيراقتصادي را نيز به مدل پيشين وارد كنند. در این بين، عده اي با نگاهي مبتکرانه 
به موضوع، سعي در ارائه نظریه هایي جدید با استفاده از رهيافت هاي علم اقتصاد رفتاري نمودند. بدین ترتيب، 
مي توان دو جریان عمده را در تبيين رفتار فرار مالياتي تميز داد: مدل هاي نئوكلاسيکي، و تحليل هاي علم اقتصاد 
رفتاري از فرار مالياتي. همچنين، گروه دوم را مي توان در دو دسته كلي جاي داد: مدل هاي مبتني بر تئوري 

مطلوبيت غير انتظاري، و مدل هاي مبتني بر تئوري تعاملات اجتماعي )خان جان،1393(.
عوامل مؤثر بر فرار مالیاتي

برخي از عوامل مؤثر بر فرار مالياتي كه از مطالعات مختلف استخراج شده، به شرح ذیل مورد بحث و بررسی قرار 
گرفته است )نوربخش، 1390(.

ضعف در شرایط سیاسي و اجتماعي

یکي از دلایل فعاليت بنگاه ها دراقتصاد غيررسمي ضعف در شرایط سياسي و اجتماعي نظير بوروكراسي، مقررات 
پيچيده، فساد مالي و نظام قضائي ضعيف است. عده اي از این پدیده به عنوان سياسي سازي زندگي اقتصادي یاد 

مي كنند )فوئست و ریدل، 2019(. 
جانسون و همکاران )2016(1 در این باره بيان مي كنند: »این نوع ابزار نظارتي شامل اعمال نيروهاي 
تنظيمي بر بنگاه هاي خصوصي، توانایي سامان دادن و محدود كردن ورود، نظارت بر استفاده از زمين و ملکي 
كه مشاغل خصوصي در آنها مستقرند، بستن ماليات بر مشاغل، حق وارسي و تفتيش بنگاه ها و متوقف كردن 
فعاليت آنها درهنگام تخطي از قوانين است. طبق معمول، بسياري از سياستمداران از این ابزارها براي پيگيري 
اهداف خود، نظير حفظ سطح اشتغال در بنگاه هاي ویژه، حمایت دوستانه سياسي و مجازات خصمانه سياسي 
بنگاه ها و یارانه دادن به متحدان خویش استفاده مي كنند. همچنين، سياستمداران مي توانند از این حق براي 

1. Johnson et al.
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ثروتمند شدن خود، از طریق پيشنهاد خلاصي بنگاه ها از قوانين، در عوض رشوه استفاده نمایند«.
 بار1 مالیاتي

بر اساس بحث بسياري از محققان، بار مالياتي یکي از مهمترین عوامل تعيين كننده فرار مالياتي است. به نظر 
مي رسد كه افزایش در نرخ ماليات مؤثر، انگيزه بنگاه را براي فعاليت در اقتصاد غيررسمي افزایش مي دهد و بدین 

ترتيب، بر ميزان فرار مالياتي افزوده مي شود )جانسون و همکاران 2016(.
 نرخ حسابرسي

احتمال حسابرسي و كشف تخلف از دیگر عواملي است كه بر اندازه اقتصاد غيررسمي و فرار مالياتي اثرگذار 
است. چنانچه احتمال شناسایي و دستگيري در یک كشور بيشتر باشد، تعداد شاغلين در اقتصاد غيررسمي كمتر 
است. مطالعاتي نظير مطالعه اندروني  و همکاران )2016( چنين ارتباطي را از تحقيق خود نتيجه گيري كرده اند. 

جریمه پس از کشف تخلف

همچنين، مجازات پس از كشف تخلف از دیگر متغيرهاي تأثيرگذار بر فرار مالياتي است. اندروني و همکاران 
)2015( ارتباط بين مشاركت در اقتصاد غيررسمي و مجازات پس از كشف را بررسي كرده و به این نتيجه رسيدند 
كه ارتباطي منفي بين این دو برقرار است. دراین باره، ریچوپان هم به نتایج مشابهي دست یافته است. او با در نظر 
گرفتن الگوي آلينگهام و ساندمو، اثر عوامل مختلف را بر تصميم مؤدي و درآمد مورد انتظار وي به بحث گذاشته و 
نتيجه گيري مي كند كه: اولًا، هر چه نرخ جریمه مالياتي بيشتر باشد، مقدار درآمد اظهارشده هم بيشتر خواهد بود و 
ثانياً، با افزایش احتمال كشف تخلف، احتمال اظهار درآمد واقعي نيز افزایش مي یابد )فرار مالياتي كاهش مي یابد(.

2-2- پیشینه پژوهش
پاپا، سجادی، و ولا  )2014( در مطالعه ای فرار مالياتی و فساد را به مدل كينزی جدید با اصطکاک های جستجو 
و تطابق  وارد كرده اند تا اثر تحکيم مالی مبتنی بر مخارج و ماليات را مورد بازنگری قرار دهند. در این مدل، 
مالياتی كاسته  فرار  از  لذا،  و  برای كالاها در بخش رسمی و غيررسمی كاهش می یابد  مخارج عمومی تقاضا 
می شود. افزایش ماليات عوامل را به كار و توليد بيشتر در بخش غيررسمی وامی دارد. ازآنجاكه بهره وری در بخش 

غيررسمی كمتر از بخش رسمی است، این سياست زیان رفاهی و توليد بيشتری به دنبال دارد. 
فرانزونی)2014( با بررسی و مرور نظری پژوهش های انجام گرفته در زمينه فرار مالياتی و نيز تمکين مالياتی 
در شركت های ایتاليا عوامل مختلف تأثيرگذار بر عدم تمکين و فرار مالياتی را شناسایی نموده و راهکارهای 
پيشگيری از آن را نيز مورد بررسی و آزمون قرار داده است. بر این اساس و باتوجه به بررسی های انجام گرفته 

1. بارمالياتی ميزان وجوهی است كه توسط افراد پرداخت می شود. این مقدار به دو قسمت بار پولی و بار واقعی قابل تقسيم است. بار پولی ميزان وجوهی است 
كه توسط مشمول ماليات قابل پرداخت است، اما بار واقعی ميزان وجوهی است كه توسط پرداخت كننده نهایی پرداخت می شود )جعفری صميمی، 1387(. 

 [
 D

O
I:

 1
0.

29
25

2/
ta

xj
ou

rn
al

.2
8.

45
.5

9 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 ta

xj
ou

rn
al

.ir
 o

n 
20

26
-0

1-
31

 ]
 

                             5 / 30

http://dx.doi.org/10.29252/taxjournal.28.45.59
http://taxjournal.ir/article-1-1820-en.html


65 ارائه مدل پیش بینی فرار مالیاتی برمبنای الگوریتم درخت تصمیم ID3 و شبکه بیزینپژوهشنامه مالیات/شماره چهل و پنج )مسلسل 93(، بهار 641399

محرک ها و رویه های قانونی دولت سياست اجرای ماليات را تعيين و بخش عمده از فرار مالياتی وعدم تمکين 
مالياتی برگرفته از خلأهای قانونی بوده است.

هاشم زاده و همکاران )2010( در بررسی تقلب مالياتی شركت ها و حسابرسی مطلوب، یکی از موارد تقلب را 
ادعای بيش از حد برای تخفيف ماليات بر ارزش افزوده كالاهای صادراتی می دانند و نشان دادند كه وجود تقلب 

نمی تواند تصميمات خروجی واقعی شركت و سياست های مالياتی دولت را تحت تأثير قرار دهد.
ریچاردسون )2010( در پژوهشی تحت عنوان عوامل تعيين كننده فرار مالياتی، علل فرار مالياتی را برای 
45 كشور منتخب جهان به صورت مقطعی بررسی نموده است. مدل ارائه شده در این تحقيق به این صورت 
می باشد كه فرار مالياتی به عنوان متغير وابسته و سن، جنسيت، تحصيلات عمومی، سطح درآمد، منبع درآمد 
كشاورزی)درصد اشتغال در بخش كشاورزی(، منبع درآمد خدماتی)درصد اشتغال در بخش خدمات(، نرخ نهایی 
ماليات، پيچيدگی سيستم مالياتی، انصاف مالياتی و روحيه مالياتی به عنوان متغيرهای توضيحی لحاظ شده 
است. نتایج مطالعه حکایت از آن دارد كه عوامل غيراقتصادی از جمله پيچيدگی، بيشترین اثر را بر فرار مالياتی 
دارند. همچنين نتایج نشان می دهد كه سطح پایين تر پيچيدگی و سطح بالاتر تحصيلات عمومی، انصاف و 

روحيه مالياتی موجب سطح پایين تری از فرار مالياتی خواهد شد.
دستگير و غریبی )1394( در كاربست روش های داده كاوی به منظور ارتقاء عملکرد تشخيص فرار مالياتی 
روش ها را به طور تصادفی به سه دسته آموزش، اعتبارسنجی و آزمون تقسيم نموده اند. نتایج پژوهش نشان داد 
كه روش های داده كاوی مبتنی بر قواعد وابستگی با ایجاد دو مدل یا درصد صحت 91% بر روی روش های 
آموزش، با درصد صحت 88% بر روی روش های اعتبار سنجی و با درصد صحت 86% بر روی روش های آزمون 

توانسته است موفق به تشخيص فرار مالياتی گردد.
عبدلی و همکاران )1394( بر اهميت مسائل اجرایی ماليات ستانی پرداخته اند و با توجه به وجود اطلاعات 
نامتقارن در زمينه ماليات بر درآمد، برای جلوگيری از فرار مالياتی)و افزایش درآمد مالياتی دولت بدون گسترش 
پایه ها و افزایش نرخ های مالياتی( مکانيسم حسابرسی خاصی را معرفی نموده و با استفاده از نظریه بازی ها 
و روش ميدانی مورد تحليل نظری و تجربی قرار داده اند. نتایج بيانگر آن است كه اگر گزارش مالياتی گروهی 
از مؤدیان كه دارای ویژگيهای شبيه به هم می باشند، با هم مقایسه گردد و آنهایی كه از متوسط گزارش گروه 
كمتر گزارش داده اند با احتمال بيشتر حسابرسی شوند، منجر به كاهش فرار مالياتی، افزایش درآمدهای مالياتی 

دولت )در شرایط خاص(، كاهش هزینه های حسابرسی و ثبات درآمدهای مالياتی دولت خواهد شد.
رحيمی كيا و همکاران )1394( فرار مالياتی را با استفاده از سيستم هوشمند تركيبی مورد بررسی قرار دادند 
كه نتایج نشان داد استفاده از شبکه عصبی دارای دقت بالاتری بوده و این تفاوت از لحاظ آماری معنادار می باشد.
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در شبکه عصبی به ترتيب در صنعت مواد غذایی و نساجی دقت كلی 78/83% و 84/85% ، دقت تشخيص 
شركت های فراری 31/80% و 34/84% و دقت تشخيص شركت های سالم 20/87% و 36/85% می باشد.  

نویدی )1384( در مطالعه ای مدل نظری بازی های ریاضی در ارتباط با گریز مالياتی و فساد در سيستم مالياتی 
را مورد بررسی قرار داده است. در این مدل مركز كنترل مالياتی می تواند بازرسان مالياتی را از دو دسته صادق یا 
غيرصادق به كار گيرد. امتياز و فرق این دو دسته در اختلاف قيمت بازرسی آن هاست. بازرس صادق از قيمت و 
هزینه بيشتری نسبت به بازرس نوع دیگر برخوردار است. از آنجا كه اثبات وجود تبانی در كار بازرس ساده نيست، 
امکان تبانی بازرسان غيرصادق با ماليات دهندگان در نظر گرفته شده است. در این مطالعه، عکس العمل متقابل 
ماليات دهندگان و بازرسان در مقابل سه استراتژی دولت برای به كارگيری بازرسان مورد بررسی قرار گرفته است.
نصر اصفهانی و همکاران )1391( در این پژوهشی عوامل مؤثر بر فرار مؤدیان از پرداخت ماليات با الگوی پستل 
را مورد بررسی قرار داده اند. نویسندگان به دنبال یافتن پاسخی برای این پرسش بوده اند كه عوامل سياسی، 
اقتصادی، اجتماعی، تکنولوژیکی، قانونی و محيطی )كه از عوامل تشکيل دهنده محيط بيرونی » اجتماعی« و بر 
گرفته از مدل پستل است( تا چه اندازه بر فرار مؤدیان از پرداخت ماليات تأثير دارند. در این پژوهش ميدانی، از 
پرسش نامه به عنوان ابزار گردآوری داده ها استفاده شده است. جامعه آماری این مطالعه را دو گروه كارشناسان 
كادر تشخيص ادارات مالياتی و مؤدیان مشاغل شهر اصفهان تشکيل می دهند. برای تعيين حجم نمونه هر جامعه 
آماری، از فرمول كوكران استفاده شده كه در نهایت، حجم نمونه كارشناسان كادر تشخيص مالياتی 87 نفر و 

مؤدیان مشاغل 198 نفر به دست آمد. 
نتایج این تحقيق نشان می دهد كه از نقطه نظر مؤدیان مشاغل، عوامل سياسی و اقتصادی بيشترین تأثير و 
عامل محيطی كمترین تأثير را بر فرار مالياتی دارند. از نظر كارشناسان كادر تشخيص، عوامل سياسی، اقتصادی 

و قانونی بيشترین تأثير و عامل محيطی كمترین تأثير را بر فرار مالياتی داشته اند.
جمشيدی نوید و همکاران)1398( با استفاده از شبکه های مصنوعی، تعداد 16 عامل مربوط به عملکرد سال 
1391 تعداد 400 شركت را استخراج نمودند. نتایج حاصل از این تحقيق نشان می دهد كه شبکه های عصبی 

مصنوعی با كارایی 82/5% در مقایسه با رگرسيون خطی چند متغيره، فرار مالياتی را بهتر كشف می كنند.

3- روش تحقیق 
هدف این پژوهش رسيدن به مکانيزمی برای تشخيص فرارهای مالياتی می باشد. در این تحقيق سعی شده 
است كه یک روش تركيبی استفاده شود كه دارای مزایای هر یک از روش ها بوده و بتواند معایب این روش ها 
را با تركيب كردن آن ها پوشش دهد كه از روش های ID3 و بيزین استفاده شده است و راهکاری برای تركيب 
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این دو روش ارائه شده است. ID3 در دسته بندی دارای دقت مناسبی است ولی ارتفاع درخت زیاد می شود 
كه در این تحقيق راهکاری برای كاهش ارتفاع آن ارائه شده است. شبکه بيزین در موارد تحليل عددی نتایج 
مناسبی را بدست می آورد از این رو در این تحقيق از یک راهکار تركيبی استفاده شده است كه از مزایای 
هر دو الگوریتم استفاده شود و برای انتخاب ویژگی مؤثرتر از مجموعه راف و AHP استفاده شده است.

3-1- فرضیه های پژوهش 
فرضیه های اصلی

پيش بينی فرار مالياتی با استفاده از الگوریتم های یادگيری ماشين امکان پذیر است.
پيش بينی فرار مالياتی با استفاده از الگوریتم پيشنهادی امکان پذیر است.

فرضیه های فرعی

پيش بينی فرار مالياتی با استفاده از مدل درخت تصميمID3 امکان پذیر است.
پيش بينی فرار مالياتی با استفاده از مدل شبکه بيزین امکان پذیر است.

مدل پيشنهادی دقت بيشتری نسبت به درخت تصميمID3 و شبکه بيزین برای پيش بينی فرار مالياتی دارد.

3-2- قلمرو پژوهش
قلمرو موضوعی: این پژوهش به دنبال ارائه مدلی تركيبی بر مبنای الگوریتم های یادگيری ماشين به منظور 

پيش بينی فرارهای مالياتی در صورتهای مالی است.
قلمرو مكانی: به منظور تشخيص شركت های دارای فرار مالياتی از شركت های فاقد فرار مالياتی می بایست 
ماليات شركت مورد نظر به مرحله تشخيص رسيده باشد. از طرف دیگر شركت های پذیرفته شده در سازمان 
بورس اوراق بهادار )به استثناء بانکها، بيمه ها، شركت های سرمایه گذاری و شركت های ميانسالی( به عنوان جامعه 
تحقيق مورد بررسی قرار گرفت. نظر به اینکه روند رشد )مثبت یا منفی( فرار مالياتی نيز توسط پژوهشگر محاسبه 
خواهد شد، لذا شركت هایی كه در هر سه سال 1393 لغایت 1395 در سایت مربوطه دارای اطلاعات مالی باشند 

به عنوان جامعه تحقيق مورد بررسی قرار گرفت كه تعداد اعضاء جامعه 1186 سال/شركت می باشد.
قلمرو زمانی: قلمرو زمانی این پژوهش دوره سه ساله حدفاصل سال های 1393 تا 1395 می باشد.

3-3- روش های گرد آوری داده ها
در این تحقيق برای جمع آوری داده ها از روش كتابخانه ای و ميدانی استفاده شده است. اطلاعات مربوط 
به مبانی نظری وتئوریک پژوهش ازكتب ومقالات فارسی ولاتين جمع آوری گردیده است. منبع جمع آوری 
داده های مورد نياز این پژوهش، صورتهای مالی شركت ها بوده و ازطریق بانک اطلاعات رایانه ای ره آوردنوین 
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و مراجعه به سامانه جامع اطلاع رسانی ناشران 1جمع آوری شده است.
داده های جمع آوری شده پس از طبقه بندی لازم بر اساس متغيرهای مورد بررسی، با استفاده از نرم افزار 
اكسل وارد رایانه شده است. تجزیه و تحليل نهایی به كمک نرم افزارهای مختلف انجام شده است. از جمله 
مهمترین مواردی كه لازم است هنگام جمع آوری داده ها به آن توجه كرد، روایی ابزارهای گردآوری داده ها 
است. منظور از روایی ابزارهای گردآوری داده ها این است كه ابزارها بتوانند واقعيتها را به خوبی نشان دهند 
از آنجا كه ابزار گردآوری داده ها در این تحقيق، بانکهای اطلاعاتی تهيه شده توسط سازمان بورس اوراق 
بهادار تهران و یا كتابخانه سازمان بورس اوراق بهادار تهران است؛ لذا می توان به روایی ابزارهای گردآوری 

داده ها اعتماد كرد.

4- تشریح مدل پیشنهادی
جامعه مورد مطالعه در این پژوهش عبارت است از شركت های پذیرفته شده در بورس اوراق بهادار تهران و 
نمونه مورد استفاده متشکل از دو گروه شركت های دارای فرار مالياتی و شركت های فاقد فرار مالياتی خواهد 
بود. طبق مفاد ماده 194 ق.م.م. در صورتی كه درآمد مشمول ماليات قطعی شده با درآمد مشمول ماليات ابرازی 
واحد تجاری بيش از 15% اختلاف داشته باشدعلاوه بر تعلق جرایم مقرر مربوط كه قابل بخشودن نيز نخواهد 
بود تا سه سال بعد از ابلاغ ماليات مشخصه قطعی از هرگونه تسهيلات و بخشودگی های مقرر در قانون مالياتها 
نيز محروم خواهند شد. برای تشخيص و طبقه بندی واحدهای اقتصادی به  شركت های دارای فرار مالياتی 

یا فاقد فرار مالياتی  از نصاب  ماده فوق و بررسی پژوهش های انجام شده، و از رابطه زیر استفاده می شود:

%∆ = ])TAXIN-ACCIN(/TAXIN[×100

t در سال i درصد اختلاف درآمد مشمول ماليات ابرازی و درآمد مشمول ماليات قطعی شركت : %∆

)t(در پایان سال مالی i درآمد مشمول ماليات ابرازی شركت :ACCIN

)t(در پایان سال مالی i درآمد مشمول ماليات قطعی شركت : TAXIN

بدین ترتيب به وسيله معيارهای فوق ابتدا ليستی از شركت های پذیرفته شده در بورس اوراق بهادار تهران كه 
بين سال های 1393 تا 1395 مرتکب فرار مالياتی در صورت های مالی شده اند، تهيه می شود. سپس با استفاده 
از درخت تصميم و الگوریتم بيزین به دنبال ارائه راهکاری می باشيم كه به وسيله آن بتوان تصميمات مهمی را 
در زمينه تشخيص فرارهای مالياتی و همچنين جلوگيری از آن ها ارائه نمود. در این تحقيق برای اینکه بتوان 
به دقت بالاتری در روش پيشنهادی دست یافت می بایست ابتدا با استفاده از داده كاوی سيستم مورد آموزش 

1. http://www.rdis.ir و http://www.codal.ir
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قرار گيرد. با استفاده از این راهکار پيشنهادی برای هر یک از این الگوریتم ها وزنی در نظر گرفته می شود و برای 
محاسبه و پيش بينی مقدار محاسبه شده توسط هر یک از این الگوریتم ها در وزن آن الگوریتم ضرب می شود 
و در انتها نتيجه واقعی بدست می آید كه دارای دقت بالاتری خواهد بود زیرا از فواید هر دو این الگوریتم ها 

استفاده نموده است.
از : 1- پيش پردازش روش ها  روش پيشنهادی دارای مراحل مختلفی می باشد كه به ترتيب عبارتند 
4- ساخت درخت   AHP و  راف  از مجموعه  استفاده  با  مؤثر  ویژگی های  انتخاب  انتقال روش ها 3-   -2
تصميم گيری 5- ساخت الگوریتم بيزین 6- آموزش و محاسبه اوزان الگوریتم های درخت تصميم ID3 و 

الگوریتم بيزین.فلوچارت كلی روش پيشنهادی را می توان در  نمودار )1( مشاهده نمود.

نمودار )1(- فلوچارت روش پیشنهادي

شروع

پیش پردازش داده ها

انتقال داده ها

تقسیم داده ها جهت آموزش و تست

ساخت الگوریتم بیزین

محاسبه وزن W2 مختص الگوریتم بیزین

ID3 ساخت درخت تصمیم

ID3 مختص درخت تصمیم W1 محاسبه وزن

استفاده از اوزان W1 و W2 برای پیش بینی فرار مالیاتی بودن و 
یا نبودن رکوردهای تست

پایان
منبع: يافته هاي پژوهش
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3-5- انتقال روش ها
در این قسمت روش ها در دامنه های درست قرار می گيرند. بدین معنا كه روش ها باید به رنج هایی كه در سيستم 
مشخص شده است منتقل شوند و روش های خارج از رنج، روش های مشکل دار بوده و می بایست حذف شوند. 
روش ها می بایست در رنج درست قرار بگيرند بدین معنا كه برای مثال اگر فيلد سن وجود داشته باشد فردی 
كه محدوده سنی بين 55 تا 70 دارد می بایست در سيستم به صورت خيلی پير شود كه این قسمت به صورت 

اتوماتيک از روی دیتاست تکميل می شود.

3-6- انتخاب ویژگی های مؤثر با استفاده از مجموعه راف
بسياری از مفاهيم و تئوری های عدم قطعيت نظير مجموعه های فازی، سيستم های خاكستری و مجموعه های 
راف، در گذشته معرفی شده و در سال های اخير ابزارهای ریاضی مبتنی بر آن ها با سرعت بالایی توسعه یافته اند. 
هریک از این رویکردها، مفاهيم خاص خود را داشته و دارای ویژگی های منحصر به خود می باشد. تئوری 
خاكستری به كنترل سيستم ها در شرایط كمبود روش ها و اطلاعات ناكامل پرداخته و تئوری راف، تقریب و 
استدلال درباره روش ها را بدنبال دارد. روش هایی كه از دنيای واقعی اخذ می گردند معمولًا شامل تمامی انواع 

نویزها بوده و عدم قطعيت بسيار و اطلاعات غير كامل فراوانی به همراه دارند. 
 ،)L( مجموعه راف ابزاری قابل استفاده در شرایط ابهام و عدم قطعيت است. یک عدد راف دارای حد پایين
حد بالا )U( و حد ميانی كه به فاصله مرزی راف1 مشهور است تشکيل شده است. اعداد راف در مسائلی 
استفاده می  شود كه نظرات خبرگان در آن دخيل هستند و به نوعی باعث ایجاد عدم قطعيت و ابهام بشود. 

برای استفاده از اعداد راف در روش AHP به طریق زیر عمل می كنيم.
ابتدا مقایسات زوجی خبره ها را از نظر نرخ ناسازگاری بررسی كرده و چنانچه نرخ ناسازگاری كمتر از 0/1 باشد 
یعنی مقایسه زوجی سازگار است و در صورتی كه بزرگتر از 0/1 باشد باید اعداد مقایسه زوجی اصلاح شود. ایجاد 
اعداد راف از اعداد خبره ها با استفاده از روابطی كه در تئوری گفته شد. محاسبه وزن فاصله ای معيارها با استفاده 
از روش ميانگين هندسی بعد از پياده سازی گام های تئوری راف وزن معيارها به صورت زیر محاسبه می شود:

=}⌋2/902. 3/556⌊. ⌋0/428. 0/506. 0/898. 1/073⌊. ⌋2/663. 3/123⌊.
⌋1/563. 1/935⌊ .⌋0/595. 0/703⌊ ⌋0/216. 0/254⌊{

در این تحقيق نيز ما از خبرگانی استفاده نمودیم كه برای انتخاب ویژگی های مؤثر كمک نمودند و در این حالت 
بهترین نسبت های مالی انتخاب شدند.

1. Rough Boundary Interval
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5- ساخت درخت تصمیم گیری
تأثيرگذار  پارامترهای  ویژگی هایی كه برای شناسایی فرارهای مالياتی در نظر گرفته می شوند و به عنوان 
شناسایی شدند در این مرحله می بایست به عنوان گره های درخت در نظر گرفته شوند ولی اینکه هر یک از این 
ویژگی ها در كدام گره قرار گيرند و یا در چه سطحی از درخت قرار گيرند بسيار مهم می باشد. از طرفی چون 
در این قسمت در راهکار پيشنهادی تفاوتی ندارد كه روی چه دیتا ستی كار شود و صرفاً یک مدل بهينه برای 
پيش بينی ارائه می شود در این قسمت ویژگی ها به صورت B ،A و ... در نظر گرفته می شود چرا كه می تواند 
هر ویژگی ای باشد. درخت ID3 یک درخت تصميم گيری می باشد كه دارای یادگيری نيز می باشد و اولين 
بار توسط راس كوینلن مطرح شد. ایده الگوریتم ID3، ساخت درخت تصميم گيری بالا به پایين می باشد كه 
انتخاب گره در آن به وسيله جستجوی حریصانه از ميان مجموعه ای از صفت ها می باشد و برای اینکه قادر 
باشيم تا مفيدترین صفت را از ميان صفات بيابيم كه در كلاسه بندی مفيدتر باشد از الگویی به خصوص استفاده 
نمودیم. برای اینکه بتوان كلاسه بندی مفيدی را برای مجموعه یادگيری انجام داد، می بایست تعداد سؤالات 
را كاهش داد یا می توان گفت می بایست عمق درخت تصميم گيری را كاهش داد. از این رو در این قسمت نياز 
به تابعی است كه قادر باشد تا متعادل ترین تقسيم را انجام دهد كه در این صورت عمق درخت بسيار كاهش 

می باید و گره ها به صورت متعادل در درخت تقسيم می شوند.

6- ساخت شبكه بیزین
شبکه های بيزین متعلق به ساختار دیگری از مدل های گرافيکی به نام گراف های غيرمدور جهت دار هستند كه 
در زمينه های آماری، یادگيری ماشينی و هوش مصنوعی بسيار مشهورند. شبکه های بيزین نمایش و محاسبات 
مؤثری از توزیع احتمالاتی مشترک به روی یک سری متغير تصادفی را فراهم می آورند. به علاوه شبکه های 
بيزین شدت ارتباط بين متغيرها را به صورت كمی مدل می كنند كه اجازه می دهند با دسترسی به اطلاعات 

جدید، اعتقاد شرطی در مورد آنها به صورت خودكار به روز رسانی شود.

یادگیري شبكه هاي بیزي
در هر شبکه بيزي ساختار آن و جداول احتمالات شرطي تعيين كننده آن هستند. بنابراین، باید بتوان با فرایند 
یادگيري این دو مورد را تعيين كرد. براي یادگيري خودكار ساختار شبکه یکی از روش های اصلي بر پایه 
تعيين وابستگي بين متغيرها بنا نهاده شده است. براي تعيين این وابستگي ها معيارهاي زیادي مانند معيار 
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آنتروپي طراحي شده اند. با استفاده از این معيارها، وابستگي هر متغير  را نسبت به متغيرهاي  
مي سنجيم. پس از تعيين ساختار، اگر مقدار همه متغيرها به طور كامل قابل مشاهده باشند، از تخمين احتمال 
معمولي )گرفتن تعدادی نمونه و شمردن تعداد اتفاقات یک رویداد در این مجموعه نمونه( استفاده مي كنيم. اگر 
بعضي از متغيرها قابل مشاهده نباشند، با استفاده از آموزش یک شبکه نورونی مي توان مقادیر جداول احتمالات 

شرطي را یاد گرفت.

 الگوریتم شبكه بیزین در روش پیشنهادی
در این مرحله در ابتدای كار نرمال سازی انجام می شود و سپس نتایج استخراج شده از نرمال سازی، قسمتی 
از این روش ها به عنوان روش های آموزش استفاده شده و مدل شبکه بيزین ایجاد می شود و سپس با استفاده 
از روش های تست وزن این الگوریتم محاسبه می شود تا اینکه بتوان در ادامه ميزان تأثيرگذاری این قسمت از 

الگوریتم را محاسبه نمود.

7- آموزش و محاسبه اوزان الگوریتم های درخت تصمیم ID3 و الگوریتم شبكه بیزین
در ابتدا درصدی از مجموعه دیتاست مورد استفاده برای محاسبه آموزش و محاسبه وزن مورد استفاده قرار 
می گيرد. از آنجا كه الگوریتم تركيبی از دو الگوریتم درخت تصميم و الگوریتم شبکه بيزین استفاده شده بنابراین 
این دو الگوریتم هر كدام سهمی از جواب نهایی را خواهند داشت كه بدین شکل دقت سيستم افزایش می یابد. 

می توان نمایی از این مرحله را در نمودار 2 مشاهده نمود.
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نمودار )2(- فلوچارت آموزش و محاسبه اوزان

شروع

تقسیم داده های آموزش و تست

آماده سازی داده های آموزش جدا شده

آموزش درخت تصمیم ID3آموزش شبکه بیزین

محاسبه وزن های W1 درخت تصمیم ID3  و 
W2 شبکه بیزین

پایان

خیر خیر

بله

آیا رکوردهای آموزش به 
اتمام رسیده است؟

منبع: يافته هاي پژوهش

همانطور كه در نمودار )2( مشاهده می شود الگوریتم پيشنهادی با استفاده از مجموعه داده ای در ابتدا به محاسبه 
وزن می پردازد و این محاسبه بدین شکل می باشد كه هر الگوریتم با استفاده از 70 درصد دیتا ست موجود آموزش 
می بيند. در نهایت با توجه به تعداد جواب های صحيح امتياز و یا وزنی به آن تعلق می گيرد تا اینکه با استفاده از 
وزن تعلق گرفته بتوان در مرحله بعدی وزنی را برای خروجی هر الگوریتم در نظر گرفت. همانطور كه در معماری 
نيز می توان مشاهده نمود بعد از محاسبه وزن كه به صورت تقسيم تعداد جواب های درست به تعداد كل جواب های 
حدس زده شده می باشد، می توان ميزان تأثيرگذاری هر كدام از این الگوریتم ها را در خروجی نهایی بهتر تشخيص 
داد. بعد از محاسبه وزن ها، به ازای هر ركورد، پيش بينی ای توسط الگوریتم شبکه بيزین و توسط درخت تصميم 
ID3 صورت می گيرد كه مقدار پيش بينی شده می بایست در وزن آن الگوریتم ضرب شود و خروجی نهایی 
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پيش بينی الگوریتم برابر است با جمع نتایج هر یک از الگوریتم ضرب در وزن آن الگوریتم كه بدین صورت نتيجه 
نهایی بدست می آید و دسته بندی درست صورت می گيرد.

8- روش انتخاب روش های آزمون و تست
 Cross Fold K Validation روشي كه براي انتخاب داده هاي آزمون و تست مورد استفاده قرار گرفته است، روش
است. در این گزارش مقدار k برابر مقدار متعارف 10 قرارداده خواهد شد. زیرا اثبات شده است كه این مقدار 
بهترین نسبت برای ارزیابی روش های داده كاوی می باشد بنابراین در این تحقيق نيز از همين تعداد استفاده شده 
است. روش ها در ابتدا توسط برنامه به فرمت مناسب برای تحليل قرار می گيرد یا به عبارتی پيش پردازش ابتدایی 
صورت می گيرد. فایلی با فرمت ARFF ایجاد می شود كه ساختاری مناسب و استاندارد برای تحليل می باشد و 

در حين كار از كتابخانه هایی نيز كمک گرفته شده است كه عبارتند از :
1Weka : این نرم افزار، یک واسط همگون برای بسياری از الگوریتم های یادگيری متفاوت، فراهم  	

كرده است كه از طریق آن روش های پيش پردازش، پس از پردازش و ارزیابی نتایج طرح های یادگيری 
روی همه مجموعه های داده موجود، قابل اعمال است. نرم افزار Weka، پياده سازی الگوریتم های 

مختلف یادگيری را فراهم می كند و به آسانی می توان آنها را به مجموعه های داده خود اعمال كرد.

9- نتایج اجرای مدل
بعد از اجرای برنامه می توان به خروجی هایی دست یافت كه در ادامه هر یک از این خروجی ها مورد بررسی 

قرار می گيرند.
جدول )1(- نسبت درصد صحت پیش بینی ها و خطای پیش بینی ها

درصد خطای پیش بینی هادرصد صحت پیش بینی ها

43/76%60/58%الگوریتم پیشنهادی
43/93%56/07%الگوریتم بیزین
ID3 48/73%51/26%الگوریتم

منبع: يافته هاي پژوهش

با توجه به نتایج دریافتی می توان به وضوح مشاهده نمود كه الگوریتم پيشنهادی با 60.58% دقت دارای بالاترین 

1. Waikato Environment for Knowledge Analysis
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الگوریتم  با 43/76% اشتباه دارای كمترین ميزان اشتباه می باشد. كاملًا مشخص است كه  دقت صحت و 
پيشنهادی از باقی بهتر و از خود الگوریتم هایID3، الگوریتم بيزین و ماشين بردار پشتيبان كه الگوریتم های پایه 
روش پيشنهادی می باشند، نيز بسيار بهتر عمل می كند. در جدول)2( خطای ميانگين مربعات برای روش های 

مورد بررسی نشان داده شده است.

جدول )2(- خطای میانگین مربعات )MSE( برای روش های مختلف مورد بررسی

)MSE(خطای میانگین مربعات

0/495الگوریتم پیشنهادی
0/525الگوریتم بیزین
ID3 0/675الگوریتم

منبع: يافته هاي پژوهش

می توان در جدول )2( مشاهده نمود كه روش پيشنهادی دارای كمترین خطای ميانگين مربعات می باشد و این 
نشان از عملکرد مناسب تر و دقت بالاتر روش پيشنهادی می باشد. می توان مشاهده كرد كه روش پيشنهادی از 
بيزین بهتر، بيزین از ID3 بهتر عمل كرده اند. در جدول )3( می توان ميانگين قدر مطلق خطا )MAE( را برای 

روش های مختلف مورد بررسی در این تحقيق را مشاهده نمود.

جدول)3(- خطای میانگین قدر مطلق )MAE( برای روش های مختلف مورد بررسی

)MAE( خطای میانگین قدر مطلق

0/477الگوریتم پیشنهادی
0/478الگوریتم بیزین
ID3 0/472الگوریتم

منبع: يافته هاي پژوهش

می توان مشاهده نمود كه از منظر خطای ميانگين قدر مطلق، الگوریتم ID3 دارای خطای كمتری می باشد و 
روش پيشنهادی تنها از الگوریتم بيزین بهتر عمل كرده است.
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جدول)4(- خطای جذر میانگین مربعات )RAE( برای روش های مختلف مورد بررسی

)RAE( خطای جذر میانگین مربعات

100/295الگوریتم پیشنهادی
100/479الگوریتم بیزین
ID3 99/281الگوریتم

منبع: يافته هاي پژوهش

در جدول )4( نيز خطای جذر ميانگين مربعات روش پيشنهادی از روش بيزین كمتر و از روش ID3 بيشتر 
است. در ادامه نمودارهای بدست آمده از برنامه نویسی، مورد بررسی قرار گرفته است. اولين نمودار، نمودار 
مربوط به درصد پيش بينی صحيح در ميان روش های آزمون می باشد كه می توان در نمودار )3( مشاهده 

نمود.

نمودار)3(- نمودار درصد پیش بیني هاي صحیح  

15 
 

 
 هشمنبع: یافته هاي پژو

 
همانطور كه مي توان از این نمودار دریافت روش پيشنهادي ما داراي دقت پيش بيني صحيح بيشتري نسبت به دیگــر الگــوریتم 

مي باشد. این بدین دليل مي باشد كه ما در روش پيش بيني خود تنها مــواردي   ID3و الگوریتم  شبکه بيزین  مورد بررسي یعني  
از داده هاي آزمون را در نظر گرفتيم كه تاثير بيشتري را در نتيجه خروجي داشتند و در نتيجه داده هــایي كــه در خروجــي تــاثير 

ال انکه الگوریتم هاي دیگر به دليــل اســتفاده از نداشتند را استفاده نکردیم و بدین شکل زمان تحليل را بسيار كاهش دادیم و ح
تمامي پارامترها داراي دقت كمتري هستند زیرا ممکن است بعضي از پارامتر ها داراي مقادیر دوري باشند كه ممکن اســت هــيچ 

ها مورد استفاده تاثير در نتيجه خروجي نداشته باشند ولي چون در الگوریتم هاي دیگر در ساخت مدل براي پيش بيني این پارامتر
وجــود نداشــتند در نتيجــه   ،قرار گرفته اند باعث ایجاد نویز و كاهش دقت مي شوند و در روش پيشنهادي ما چون این پارامترها  

دقت در روش پيشنهادي ما افزایش یافت و از دیگر الگوریتم ها بهتر عمــل نمــوده اســت. همچنــين در الگــوریتم پيشــنهادي از 
استفاده شــده اســت  تاثيرگذاري هر یک از ویژگي ها در این تحقيقبراي محاسبه ميزان   تم سلسله مراتبيمجموعه راف و الگوری

كه مي توان مشاهده نمود به خوبي عمل نموده است و از دیگر روش ها بسيار بهتر عمل كرده است و از روش هایي كه بر پایــه 
ورد بررسي در این تحقيق هر یــک از كليــه ویژگــي هــا اســتفاده روش هاي دیگر م  آن ها ایجاد است نيز بهتر عمل كرده است.

 كنند و تنها در روش پيشنهادي سعي مي شود تا از ویژگي هاي تاثيرگذار استفاده شود.مي
( فــروش رفتــه  بــه  فــروش   يتمــام شــده كــالا   يبهــا)  Att18پارامتر هــاي    (5)مي توان مشاهده نمود كه با توجه به جدول

 Att25د و این در حــالي اســت كــه پارامترهــایي همچــوننداررا در خروجي  تاثير بيشترین  (ها  یيدارا  يعيطب  تمیلگار)Att22و
(كمترین تاثير را در خروجي دارند. پارامترهایي كه ها  یيكالا به مجموع دارا  يموجود)  Att24( و  ها  یيثابت به جمع دارا  یيدارا)

شند باعث مي شوند كه نویز در داده ها ایجاد شود و خود علاوه بر اینکه زمان ور كلي داراي كمترین تاثير در خروجي مي باطبه  
 محاسبه را افزایش مي دهند، دقت را نيز كاهش مي دهند.

 
 
 
 
 

منبع: يافته هاي پژوهش

همانطور كه می توان از این نمودار دریافت روش پيشنهادی ما دارای دقت پيش بينی صحيح بيشتری نسبت 
به دیگر الگوریتم مورد بررسی یعنی شبکه بيزین و الگوریتم ID3 می باشد. این بدین دليل می باشد كه ما در 
روش پيش بينی خود تنها مواردی از روش های آزمون را در نظر گرفتيم كه تأثير بيشتری را در نتيجه خروجی 
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داشتند و در نتيجه روش هایی كه در خروجی تأثير نداشتند را استفاده نکردیم و بدین شکل زمان تحليل را بسيار 
كاهش دادیم و حال آنکه الگوریتم های دیگر به دليل استفاده از تمامی پارامترها دارای دقت كمتری هستند 
زیرا ممکن است بعضی از پارامتر ها دارای مقادیر دوری باشند كه ممکن است هيچ تأثيری در نتيجه خروجی 
نداشته باشند ولی چون در الگوریتم های دیگر در ساخت مدل برای پيش بينی این پارامترها مورد استفاده قرار 
گرفته اند، باعث ایجاد نویز و كاهش دقت می شوند و در روش پيشنهادی ما چون این پارامترها، وجود نداشتند 
در نتيجه دقت افزایش یافته است و از دیگر الگوریتم ها بهتر عمل نموده است. همچنين در الگوریتم پيشنهادی 
از مجموعه راف و الگوریتم سلسله مراتبی برای محاسبه ميزان تأثيرگذاری هر یک از ویژگی ها در این تحقيق 

استفاده شده است.
می توان مشاهده نمود كه با توجه به جدول)5( پارامتر های Att18 )بهای تمام شده كالای فروش رفته  
به  فروش( و Att22 )لگاریتم طبيعی دارایی ها( بيشترین تأثير را در خروجی دارند و این در حالی است كه 
پارامترهایی همچون Att25 )دارایی ثابت به جمع دارایی ها( و Att24 )موجودی كالا به مجموع دارایی ها(

كمترین تأثير را در خروجی دارند. پارامترهایی كه به طور كلی دارای كمترین تأثير در خروجی می باشند باعث 
می شوند كه نویز در روش ها ایجاد شود و علاوه بر اینکه زمان محاسبه را افزایش می دهند، دقت را نيز كاهش 

می دهند.
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جدول )5(- جدول نسبت هاي مالي

Att25 : 0/00381343240260058

Att24 : 0/00427858327479137

Att20 : 0/00618257889138079

Att27 : 0/00657365841869104

Att16 : 0/00736528292505495

Att14 : 0/0073653915490675

Att1 : 0/00908759998099143

Att9 : 0/00935322974807349

Att17 : 0/00956439270753895

Att28 : 0/0142025287136042

Att6 : 0/0142627546874609

Att2 : 0/0142700407731494

Att12 : 0/0143807664233505

Att23 : 0/0185360752681333

Att26 : 0/0190464464415216

Att8 : 0/0221482127190511

Att21 : 0/0237633163633828

Att11 : 0/0250140506889554

Att13 : 0/0285061366212412

Att15 : 0/0349809449035666

Att4 : 0/0378112532648968

Att10 : 0/0390482265755149

Att3 : 0/0401621969319288

Att5 : 0/0510222259309194

Att19 : 0/0515867611609809

Att7 : 0/0523728800527696

Att22 : 0/062060175951289

Att18 : 0/0630793576406058
منبع: يافته هاي پژوهش
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در نمودار )4( می توان درصد پيش بينی غلط را مشاهده نمود. با توجه به این نمودار می توان درک نمود كه روش 
پيشنهادی به همان دليل كه پيش تر در رابطه با درصد پيش بينی درست گفته شد از باقی روش ها دارای مقدار 
كمتری است یعنی پيش بينی اشتباه كمتری دارد بنابراین روش پيشنهادی بهتر از باقی روش ها عمل كرده است.

نمودار )4(- نمودار پیش بیني هاي غلط
 

17 
 

 نمودار پیش بیني هاي غلط  -(4) نمودار

 
 منبع: یافته هاي پژوهش

ا و در نتيجــه داراي بــالاترین ط ــروش پيشنهادي داراي كمترین تعداد خ  مي توان به این قضيه پي برد كه  (4)  با توجه به نمودار
از همه روش   ID3داراي بيشترین تعداد اشتباه مي باشد و این یعني روش    ID3دقت خواهد بود و این در حالي است كه روش  

ها بدتر عمل نموده است. روش پيشنهادي به خوبي در اینجا نشان داده است كه روش تركيبي روش هاي مذكور مي تواند بسيار 
یک این روش ها به تنهایي عمل كند و این نشان دهنده انتخاب هاي درست الگوریتم هــا بــراي ادغــام و در نتيجــه   بهتر از هر

 رسيدن به نتایج بهتر از دیگر روش هاي مورد بررسي مي باشد.
شــد كــه رد بررسي مــي باوهاي مكمتري از الگوریتم    MSEداراي    پيشنهاديمشاهده نمود كه الگوریتم    زیرشکل  مي توان در  

نشان داده شود. به طور كلــي   صورت نمودار ميله اي نيزالبته پيش تر نيز این قضيه نشان داده شد و در این قسمت سعي شد تا ب
از دیگر پارامترهاي اندازه گيري خطا داراي محبوبيت بيشتري مي باشد و در اكثریت مقالات نيز تنها این پــارامتر   MSEخطاي  

 نيز محاسبه شود.  MAEو  RAEولي در این تحقيق سعي شد تا پارامترهاي دیگر همچون  مورد بررسي قرار مي گيرد

 MSEنمودار  -(5) نمودار

 
 منبع: یافته هاي پژوهش

 نيز نشان داده شده است. RAEو  MAEدر ادامه نمودارهاي ميله اي پارامترهاي خطا 
  

منبع: يافته هاي پژوهش

با توجه به نمودار )4( می توان به این قضيه پی برد كه روش پيشنهادی دارای كمترین تعداد خطا و در 
نتيجه دارای بالاترین دقت خواهد بود و این در حالی است كه روش ID3 دارای بيشترین تعداد اشتباه می باشد 
و این یعنی روش ID3 از همه روش ها بدتر عمل نموده است. روش پيشنهادی به خوبی در اینجا نشان داده 
است كه روش تركيبی روش های مذكور می تواند بسيار بهتر از هر یک این روش ها به تنهایی عمل كند و این 
نشان دهنده انتخاب های درست الگوریتم ها برای ادغام و در نتيجه رسيدن به نتایج بهتر از دیگر روش های مورد 

بررسی می باشد.
می توان در شکل زیر مشاهده نمود كه الگوریتم پيشنهادی دارای MSE كمتری از الگوریتم های مورد 
بررسی می باشد كه البته پيش تر نيز این قضيه نشان داده شد و در این قسمت سعی شد تا به صورت نمودار 
ميله ای نيز نشان داده شود. به طور كلی خطای MSE از دیگر پارامترهای اندازه گيری خطا دارای محبوبيت 
بيشتری می باشد و در اكثریت مقالات نيز تنها این پارامتر مورد بررسی قرار می گيرد ولی در این تحقيق سعی 

شد تا پارامترهای دیگر همچون RAE و MAE نيز محاسبه شود.
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MSE نمودار )5(- نمودار

 

17 
 

 نمودار پیش بیني هاي غلط  -(4) نمودار

 
 منبع: یافته هاي پژوهش

ا و در نتيجــه داراي بــالاترین ط ــروش پيشنهادي داراي كمترین تعداد خ  مي توان به این قضيه پي برد كه  (4)  با توجه به نمودار
از همه روش   ID3داراي بيشترین تعداد اشتباه مي باشد و این یعني روش    ID3دقت خواهد بود و این در حالي است كه روش  

ها بدتر عمل نموده است. روش پيشنهادي به خوبي در اینجا نشان داده است كه روش تركيبي روش هاي مذكور مي تواند بسيار 
یک این روش ها به تنهایي عمل كند و این نشان دهنده انتخاب هاي درست الگوریتم هــا بــراي ادغــام و در نتيجــه   بهتر از هر

 رسيدن به نتایج بهتر از دیگر روش هاي مورد بررسي مي باشد.
شــد كــه رد بررسي مــي باوهاي مكمتري از الگوریتم    MSEداراي    پيشنهاديمشاهده نمود كه الگوریتم    زیرشکل  مي توان در  

نشان داده شود. به طور كلــي   صورت نمودار ميله اي نيزالبته پيش تر نيز این قضيه نشان داده شد و در این قسمت سعي شد تا ب
از دیگر پارامترهاي اندازه گيري خطا داراي محبوبيت بيشتري مي باشد و در اكثریت مقالات نيز تنها این پــارامتر   MSEخطاي  

 نيز محاسبه شود.  MAEو  RAEولي در این تحقيق سعي شد تا پارامترهاي دیگر همچون  مورد بررسي قرار مي گيرد

 MSEنمودار  -(5) نمودار

 
 منبع: یافته هاي پژوهش

 نيز نشان داده شده است. RAEو  MAEدر ادامه نمودارهاي ميله اي پارامترهاي خطا 
  

منبع: يافته هاي پژوهش

در ادامه نمودارهای ميله ای پارامترهای خطا MAE و RAE نيز نشان داده شده است.

MAE نمودار )6(- نمودار
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 MAEنمودار  -(6) نمودار

 
 منبع: یافته هاي پژوهش

 RAEنمودار  -(7)  نمودار

 
 منبع: یافته هاي پژوهش
 نيز مورد محاسبه قرار گرفته است. FNو  TP ،TN ،FP وش پيشنهادي و دیگر روش هابراي بررسي دقيق تر ر

 
 براي روش پیشنهادي و دیگر روش هاي مورد بررسي FNو  TP ،TN ،FPبررسي پارامترهاي  -(6) جدول

 TP TN FP FN 
 23 444 700 19 الگوریتم پیشنهادي

 122 399 601 64 الگوریتم بیزین 
 ID3 218 390 245 333الگوریتم 

 منبع: یافته هاي پژوهش
بيشتري از دیگر روش هاي مــورد بررســي   TP+TNمشاهده نمود كه روش پيشنهادي داري مجموع  (  6جدول )  مي توان در  

هر چه بيشتر باشد یعني تعداد پيش بيني هاي صحيح بيشتري صورت گرفته است. و هر   TNو    TPباشد زیرا در واقع تعداد  مي
كمتر باشد یعني تعداد پيش بيني هاي غلط كمتري صورت گرفته است. تعداد كل داده هاي اســتفاده شــده   FNو    FPچه تعداد  

منبع: يافته هاي پژوهش
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RAE نمودار )7(- نمودار

 

18 
 

 MAEنمودار  -(6) نمودار

 
 منبع: یافته هاي پژوهش

 RAEنمودار  -(7)  نمودار

 
 منبع: یافته هاي پژوهش
 نيز مورد محاسبه قرار گرفته است. FNو  TP ،TN ،FP وش پيشنهادي و دیگر روش هابراي بررسي دقيق تر ر

 
 براي روش پیشنهادي و دیگر روش هاي مورد بررسي FNو  TP ،TN ،FPبررسي پارامترهاي  -(6) جدول

 TP TN FP FN 
 23 444 700 19 الگوریتم پیشنهادي

 122 399 601 64 الگوریتم بیزین 
 ID3 218 390 245 333الگوریتم 

 منبع: یافته هاي پژوهش
بيشتري از دیگر روش هاي مــورد بررســي   TP+TNمشاهده نمود كه روش پيشنهادي داري مجموع  (  6جدول )  مي توان در  

هر چه بيشتر باشد یعني تعداد پيش بيني هاي صحيح بيشتري صورت گرفته است. و هر   TNو    TPباشد زیرا در واقع تعداد  مي
كمتر باشد یعني تعداد پيش بيني هاي غلط كمتري صورت گرفته است. تعداد كل داده هاي اســتفاده شــده   FNو    FPچه تعداد  

منبع: يافته هاي پژوهش

برای بررسی دقيق تر روش پيشنهادی و دیگر روش ها FP ،TN ،TP و FN نيز مورد محاسبه قرار گرفته است.

جدول )6(- بررسی پارامترهای FP ،TN ،TP و FN برای روش پیشنهادی و 
دیگر روش های مورد بررسی

TPTNFPFN

1970044423الگوریتم پیشنهادی
64601399122الگوریتم بیزین
ID3 218390245333الگوریتم

منبع: يافته هاي پژوهش

می توان در  جدول )6( مشاهده نمود كه روش پيشنهادی دارای مجموع TP+TN بيشتری از دیگر روش های 
مورد بررسی می باشد زیرا در واقع تعداد TP و TN هر چه بيشتر باشد یعنی تعداد پيش بينی های صحيح 
بيشتری صورت گرفته است. و هر چه تعداد FP و FN كمتر باشد یعنی تعداد پيش بينی های غلط كمتری 
 cross k fold صورت گرفته است. تعداد كل روش های استفاده شده 1186 ركورد می باشد كه چون از روش
استفاده شده است یعنی تمامی قسمت های روش ها هم برای آموزش و هم برای تست قرار گرفته است كه در 
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این حالت اگر هر سطر در  جدول )6( جمع بسته شود به عدد 1186 منتهی می شود زیرا 1186 ركورد مورد 
تست قرار گرفته است. از پارامترهای مهم در علم داده كاوی، نرخ خطا )FPR1( و نرخ صحت )TPR2( عملکرد 

می باشد كه این پارامترها از طریق روابط زیر نشان داده شده اند.

این دو پارامتر برای روش های مورد بررسی در این تحقيق محاسبه و در جدول )7( نشان داده شده اند.

جدول)7(- نرخ خطا و نرخ صحت برای روش پیشنهادی و دیگر روش های مورد بررسی

FPRTPR

0/3880/452الگوریتم پیشنهادی
0/3990/344الگوریتم بیزین
ID3 0/3860/396الگوریتم

منبع: يافته هاي پژوهش

با توجه به جدول )7( می توان دریافت كه روش پيشنهادی دارای نرخ صحت بيشتری می باشد ولی دارای 
كمترین نرخ خطا می باشد این بدین معنا است كه روش پيشنهادی خطای بسيار كمی دارد بنابراین می توان گفت 
قطعاً دارای دقت بيشتری می باشد. در اینجا كاملًا قابل مشاهده است كه از دو الگوریتم ID3 و بيزین بهتر 
عمل كرده است و دارای نرخ صحت بيشتری می باشد و از طرفی الگوریتم ID3 نيز دارای نرخ صحت عملکرد 

بيشتری از بيزین می باشد.
یکی دیگر از پارامترهای بسيار مهم، دقت3 می باشد كه در اكثر مقالات برای مقایسه روش ها استفاده شده 
است كه در این تحقيق نيز برای روش های مختلف محاسبه شده است. دقت با استفاده از رابطه زیر بدست می آید.

ACC=)TP+TN(/)TP+TN+FP+FN(

1.False Positive Rate
2.True Positive Rate
3.Accuracy
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در جدول )8( دقت محاسبه برای روش های مورد بررسی در این تحقيق نشان داده شده است.

جدول )8(- دقت محاسبه شده برای روش پیشنهادی و دیگر روش های مورد بررسی

)Accuracy( دقت

0/606الگوریتم پیشنهادی
0/561الگوریتم بیزین
ID3 0/513الگوریتم

منبع: یافته هاي پژوهش

همانطور كه نتایج می توان مشاهده نمود روش پيشنهادی دارای دقت بالاتری از روش بيزین و دیگر روش ها 
می باشد و همچنين صحت یا TPR روش پيشنهادی نيز از روش بيزین بيشتر می باشد كه این نشان دهنده 
عملکرد مناسب روش پيشنهادی نسبت به روش بيزین و دیگر روش های مورد بررسی می باشد. در همين جا 
می توان مشاهده نمود كه تمامی فرضيه ها به اثبات رسيدند زیرا راهکاری در این تحقيق بيان شده است كه 
تركيبی از دو روش ID3 و بيزین می باشد و مشاهده شد كه از هر یک از این روش ها دارای دقت بيشتری 

می باشد و مشاهده شد كه دارای نرخ صحت پيش بينی بيشتری از دیگر روش های مورد بررسی می باشد.
در ادامه ماتریس درهم ریختگی1 مربوط به روش پيشنهادی و دیگر روش های مورد بررسی در این تحقيق 
نشان داده شده است. جدول یا ماتریس درهم ریختگی، نتایج حاصل از طبقه بندی را بر اساس اطلاعات واقعی 
موجود، نمایش می دهد. حال بر    اساس این مقادیر می توان معيارهای مختلف ارزیابی دسته بند و اندازه گيری دقت 

را تعریف كرد.
جدول )9(- ماتریس درهم ریختگي روش پیشنهادی

 

20 
 

 دقت محاسبه شده براي روش پیشنهادي و دیگر روش هاي مورد بررسي -(8) جدول

 ( Accuracyدقت ) 
 0/ 606 الگوریتم پیشنهادي

 0/ 561 الگوریتم بیزین 
 ID3 513 /0الگوریتم 

 منبع: یافته هاي پژوهش
همانطور كه نتایج مي توان مشاهده نمود روش پيشنهادي داراي دقت بــالاتري از روش بيــزین و دیگــر روش هــا مــي باشــد و 

روش پيشنهادي نيز از روش بيزین بيشتر مي باشــد كــه ایــن نشــان دهنــده عملکــرد مناســب روش   TPRهمچنين صحت یا  
در همين جا مي توان مشاهده نمود كه تمامي فرضيه  ي باشد.پيشنهادي نسبت به روش بيزین و دیگر روش هاي مورد بررسي م

و بيزین مي باشد و مشــاهده شــد  ID3روش   دوها به اثبات رسيدند زیرا راهکاري در این تحقيق بيان شده است كه تركيبي از 
كه از هر یک از این روش ها داراي دقت بيشتري مي باشد و مشاهده شد كه داراي نرخ صــحت پــيش بينــي بيشــتري از دیگــر 

 روش هاي مورد بررسي مي باشد.
داده شــده مربوط به روش پيشنهادي و دیگر روش هاي مــورد بررســي در ایــن تحقيــق نشــان 1در ادامه ماتریس درهم ریختگي

 ــ  يبندحاصل از طبقه  جینتا  ،يختگیدرهم ر  سیماتر  ایجدول  است. . حــال دهــديم  شیموجــود، نمــا  يرا بر اساس اطلاعات واقع
 كرد. فیدقت را تعر يريگدسته بند و اندازه يابیمختلف ارز يارهايمع توانيم ریمقاد نیساس اابر

 پیشنهاديماتریس درهم ریختگي روش  -(9) جدول

 
 منبع: یافته هاي پژوهش 

 ماتریس درهم ریختگي روش الگوریتم بیزین  -(10) جدول

 
 منبع: یافته هاي پژوهش

 ID3ماتریس درهم ریختگي روش  -(11) جدول

 
1. Confusion Matrix 

منبع: يافته هاي پژوهش

1. Confusion Matrix
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جدول )10(- ماتریس درهم ریختگي روش الگوریتم بیزین

 

20 
 

 دقت محاسبه شده براي روش پیشنهادي و دیگر روش هاي مورد بررسي -(8) جدول

 ( Accuracyدقت ) 
 0/ 606 الگوریتم پیشنهادي

 0/ 561 الگوریتم بیزین 
 ID3 513 /0الگوریتم 

 منبع: یافته هاي پژوهش
همانطور كه نتایج مي توان مشاهده نمود روش پيشنهادي داراي دقت بــالاتري از روش بيــزین و دیگــر روش هــا مــي باشــد و 

روش پيشنهادي نيز از روش بيزین بيشتر مي باشــد كــه ایــن نشــان دهنــده عملکــرد مناســب روش   TPRهمچنين صحت یا  
در همين جا مي توان مشاهده نمود كه تمامي فرضيه  ي باشد.پيشنهادي نسبت به روش بيزین و دیگر روش هاي مورد بررسي م

و بيزین مي باشد و مشــاهده شــد  ID3روش   دوها به اثبات رسيدند زیرا راهکاري در این تحقيق بيان شده است كه تركيبي از 
كه از هر یک از این روش ها داراي دقت بيشتري مي باشد و مشاهده شد كه داراي نرخ صــحت پــيش بينــي بيشــتري از دیگــر 

 روش هاي مورد بررسي مي باشد.
داده شــده مربوط به روش پيشنهادي و دیگر روش هاي مــورد بررســي در ایــن تحقيــق نشــان 1در ادامه ماتریس درهم ریختگي

 ــ  يبندحاصل از طبقه  جینتا  ،يختگیدرهم ر  سیماتر  ایجدول  است. . حــال دهــديم  شیموجــود، نمــا  يرا بر اساس اطلاعات واقع
 كرد. فیدقت را تعر يريگدسته بند و اندازه يابیمختلف ارز يارهايمع توانيم ریمقاد نیساس اابر

 پیشنهاديماتریس درهم ریختگي روش  -(9) جدول

 
 منبع: یافته هاي پژوهش 

 ماتریس درهم ریختگي روش الگوریتم بیزین  -(10) جدول
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 ID3ماتریس درهم ریختگي روش  -(11) جدول
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و  TPدر اینجا مي توان مشاهده نمود كه روش پيشنهادي داراي دقــت بــالاتري مــي باشــد زیــرا در ایــن جــدول داراي مقــدار 

TN  بيشتري از دیگر الگوریتم ها مي باشد و در كنار آن نيز دارايFP    وFN   كمتري از دیگر الگوریتم هــاي مــورد بررســي در
ن و یــا نبــودن هــاي در مجموعــه بــود  فــراريبيشتري باشد یعني    TNو    TPي  اینجا مي باشد. زیرا هر چه یک الگوریتم دارا

نشان دهنده برعکس این قضيه یعنــي پــيش بينــي  FNو  FPهاي تست را به مقدار بيشتري درست تشخيص داده است و داده
 اشتباه مي باشد.

 هاي سیاستيگیري و توصیهنتیجه -5
 شده، انجام   يقانون  هايتي فعال  يبه ازا  زگری است كه در آن، افراد قانون  يررسم ياقتصاد غ  ياز اجزا  يکی  يات يفرار مالبه طور كلي،  

بيني فرار مالياتي از اهميت زیادي برخوردار  هاي پيشپردازند. این در حالي است كه روش يخود را نم  اتياز مال  يقسمت   ای  تمام
ميان این  در  مال  ينيبشيپ  يسنت  يها روش   ،است.  مانند    يبرخ  يدارا  ي،مال  يها در صورت  ياتيفرار  كننده  محدود  مفروضات 

  ، يمال  يهادر ارتباط با داده   نکه یاست. نظر به ا  هايورود  ایكننده    ينيبشيپ  يرهايبودن، نرمال بودن و مستقل بودن متغ  يخط
ا  يتخط ا  نیاز  است،  متصور  م  يسنت   ياهروش   نیمفروضات  با  ارتباط  دارا   یيكارا  زانيدر  اعتبار،    ي ادیز  يهاتی محدود  يو 

روش  اما  الگور  يمصنوع  يهاهستند.  جمله  آن  از  تخط   يناسازگار   يدارا  کيژنت  تمیو  موارد  ا  يكمتر  يو  با  ارتباط    نیدر 
م برتر  يکی.  باشنديمفروضات  سا  کيژنت  تمیالگور  يهاياز  به  وابستگ  رینسبت  فرضب  تمی ورالگ  نیا  يعدم   يآمار  يهاه ير 

 . ها استنسبت  سیماتر انسیكووار ای انسیوار يبرابر ایها نسبت عیمحدودكننده و نرمال بودن توز

  نيماش يريادگی يهاتمیو كشف نمود، الگور ينيبشيرا پ ياتيآنها فرار مال لهيوسه  ب  توانيكه م  یيهاروش   نیدتریجد  نيب  نیا  در
 ــ. اســازديمــدل م  کیها است كه به طور خودكار  استفاده از داده  ندیفرآ  نيماش  يريادگیاست.   از   يبــه عنــوان ورود  نيماش ــ  نی

 دهد.يارائه م ينيبشيپ يبراي  مدل ،يو به عنوان خروج كندياستفاده م شدهشناخته   يهايژگیاز و يمجموعه ا
 ســهیمقالــه از مقا ياصــل دهباشد. ایمالياتي هستند، ميان كه داراي فرار مؤدیارائه مدل جدید براي تشخيص این تحقيق  از  هدف
 ــمال ياز رو  يدگيسال مورد رس ــ  اتيبرآورد مال  نيسال گذشته و همچن  هايبا نسبتمورد نظر  شركت    يمال  هاينسبت ســال  اتي

 تمیالگور بيترك كه از است يبيترك تمیالگور کیبر يمبتنالگوریتمي كه در این تحقيق از آن استفاده شده شده است.    هقبل گرفت
ها بدین دليل انتخاب شدند كه هر یک به تنهایي داراي مزایا . این الگوریتمتشکيل شده است  نیزيو شبکه ب  ID3ميدرخت تصم

بــراي   چنــينو هم  یافتــهشود و به دقــت بــالاتري دســت    يپوشانده م  هاش با ادغام آنها، معایب این روولي  و معایبي مي باشند  
موعه تمــام ـكــه از مج ــ شــده اســتتفاده ـراتبي اس ـــشده با تحليل سلسله ميز از الگوریتم مجموعه راف تركيبانتخاب ویژگي ن

 هاي موثرتر و یا همان نسبت هاي مالي موثرتر را شناسایي نمود.تنها بتوان ویژگي يمال  يهانسبت
� 60.58كه الگــوریتم پيشــنهادي بــا  دهد كه  مي  نشانباشد  ها همراه ميفرضيهكه با تایيد تمام    هااجراي مدلنتایج حاصل از  

منبع: یافته هاي پژوهش

در اینجا می توان مشاهده نمود كه روش پيشنهادی دارای دقت بالاتری می باشد زیرا در این جدول دارای مقدار 
TP و TN بيشتری از دیگر الگوریتم ها می باشد و در كنار آن نيز دارای FP و FN كمتری از دیگر الگوریتم های 

مورد بررسی در اینجا می باشد. زیرا هر چه یک الگوریتم دارای TP و TN بيشتری باشد، یعنی فراری بودن و یا 
نبودن ها در مجموعه داده های تست را به مقدار بيشتری درست تشخيص داده است و FP و FN نشان دهنده 

برعکس این قضيه یعنی پيش بينی اشتباه می باشد.

10- نتیجه گیری و توصیه های سیاستی
به طور كلی، فرار مالياتی یکی از اجزای اقتصاد غيررسمی است كه در آن، افراد قانون گریز به ازای فعاليت های 
قانونی انجام شده، تمام یا قسمتی از ماليات خود را نمی پردازند. این در حالی است كه روش های پيش بينی فرار 
مالياتی از اهميت زیادی برخوردار است. در این ميان، روش های سنتی پيش بينی فرار مالياتی در صورت های 
مالی، دارای برخی مفروضات محدود كننده مانند خطی بودن، نرمال بودن و مستقل بودن متغيرهای پيش بينی 
كننده یا ورودی ها است. نظر به اینکه در ارتباط با داده های مالی، تخطی از این مفروضات متصور است، 
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این روش های سنتی در ارتباط با ميزان كارایی و اعتبار، دارای محدودیت های زیادی هستند. اما روش های 
مصنوعی و از آن جمله الگوریتم ژنتيک دارای ناسازگاری و موارد تخطی كمتری در ارتباط با این مفروضات 
می باشند. یکی از برتری های الگوریتم ژنتيک نسبت به سایرین، عدم وابستگی این الگوریتم بر فرضيه های 
آماری محدودكننده و نرمال بودن توزیع نسبت ها یا برابری واریانس یا كوواریانس ماتریس نسبت ها است. در 
این بين جدیدترین روش هایی كه می توان به وسيله آنها فرار مالياتی را پيش بينی و كشف نمود، الگوریتم های 
یادگيری ماشين  است. یادگيری ماشين فرآیند استفاده از داده ها است كه به طور خودكار یک مدل می سازد. 
این ماشين به عنوان ورودی از مجموعه ای از ویژگی های شناخته شده استفاده می كند و به عنوان خروجی، 

مدلی برای پيش بينی ارائه می دهد.
هدف از این تحقيق ارائه مدل جدید برای تشخيص مؤدیانی است كه دارای فرار مالياتی هستند. ایده 
اصلی مقاله از مقایسه نسبت های مالی شركت مورد نظر با نسبت های سال گذشته و همچنين برآورد ماليات 
سال مورد رسيدگی از روی ماليات سال قبل گرفته شده است. الگوریتمی كه در این تحقيق از آن استفاده شده 
مبتنی بریک الگوریتم تركيبی است كه از تركيب الگوریتم درخت تصميم ID3 و شبکه بيزین تشکيل شده 
است. این الگوریتم ها بدین دليل انتخاب شدند كه هر یک به تنهایي داراي مزایا و معایبي مي باشند ولی با 
ادغام آنها، معایب این روش ها پوشانده می شود و به دقت بالاتري دست یافته و همچنين براي انتخاب ویژگي 
نيز از الگوریتم مجموعه راف تركيب شده با تحليل سلسله مـراتبي اسـتفاده شده است كه از مجـموعه تمام 

نسبت های مالی تنها بتوان ویژگي هاي مؤثرتر و یا همان نسبت هاي مالي مؤثرتر را شناسایي نمود.
نتایج حاصل از اجرای مدل ها كه با تأیيد تمام فرضيه ها همراه مي باشد نشان می دهد كه كه الگوریتم 
پيشنهادی با 60/58% دقت، دارای بالاترین دقت صحت و با 43/76% اشتباه دارای كمترین ميزان اشتباه 
می باشد. كاملًا مشخص است كه الگوریتم پيشنهادی از باقی بهتر و از خود الگوریتم های ID3 و الگوریتم 

بيزین كه الگوریتم های پایه روش پيشنهادی می باشند، نيز بسيار بهتر عمل می كند.
با  نتایج تحقيق نشان می دهد كه مأموران مالياتی در هنگام رسيدگی به پرونده مؤدیان  به طور كلی 
محدویت هایی مواجه هستند كه مهمترین آنها، كمبود زمان و عدم تفکيک مؤدیان دارای فرار یا فاقد فرار 
مالياتی )اصطلاحاً كم ریسک و پر ریسک( می باشد، به نحوی كه ممکن است برای رسيدگی یک پرونده كه 
فاقد فرار مالياتی می باشد زمان بيشتری اختصاص یابد و برعکس برای رسيدگی به پرونده ای كه دارای فرار 
مالياتی می باشد زمان كمتری اختصاص یابد و نهایتاً سازمان مالياتی را از رسيدن به اهدافش كه مهمترین آنها 
وصول ماليات می باشد باز دارد و یا هزینه های وصول ماليات را افزایش دهد. در این تحقيق جهت شناسایی 
فرار مالياتی مؤدیان، با استفاده از اطلاعات پرونده مالياتی و همچنين اطلاعات استخراجی از سایت بورس اوراق 
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بهادار، مدل هایی مبتنی بر یادگيری ماشين و هوش مصنوعی ارائه شد كه چنانچه سازمان مالياتی از این مدل ها 
استفاده نماید می تواند قبل از رسيدگی مالياتی، مؤدیان را به دو دسته دارای فرار مالياتی و فاقد فرار مالياتی 
تقسيم بندی كند تا با برنامه ریزی بهتر و دقيق تر، زمان بيشتر برای رسيدگی به پرونده مالياتی مؤدیان دارای 
فرار مالياتی اختصاص یابد و درنهایت با هزینه كمتر، ماليات بيشتر وصول نموده و باعث افزایش كارایی سازمان 
مالياتی شود. به عبارت دیگر، در مقالات اقتصادي فرار، ميزان فرار مالياتي با استفاده از الگوهاي مختلف 
اقتصادي پيش بيني مي شود. در مقالات حسابداري فرار، غالباً بر اساس پرسشنامه به تبيين فرار مالياتي و اثرات 
آن پرداخته مي شود. ليکن در مقاله حاضر با استفاده از نسبت هاي مالي شركت ها و روش هاي هوش مصنوعي، 
قبل از رسيدگي مالياتي مشخص مي شود كه پرونده مؤدي مالياتي داراي فرار مي باشد یا خير؟ سرعت و دقت 
بالای روش های یادگيری ماشين و همچنين قابليت تغيير و تکميل ورودی های سيستم، ویژگی هایی هستند 
كه سازمان مالياتی در صورت استفاده از هوش مصنوعی، می تواند از آنها به نحو  مطلوب استفاده نماید و دقت 

تشخيص فرار مالياتی را بيش از پيش نماید.
بر این اساس، می توان پيشنهادات تحقيق را به شرح ذیل ارائه كرد:

الف( در این روش پيشنهادی از مجموعه راف و روش تصميم گيری سلسله مراتبی برای انتخاب ویژگی های 
تأثيرگذار استفاده شده است. این روش دارای دقت بالاتری است ولی می توان از راهکارهای دیگری نيز برای 
این كار استفاده نمود كه برای نمونه می توان به روش تركيبی ژنتيک و شبکه های عصبی اشاره كرد. زیرا 

روش های ژنتيک و عصبی دارای سرعت بسيار بالاتری از روش استفاده شده در این تحقيق می باشد.
ب( می توان روش پيشنهادی را با بهبود در الگوریتم C4.5 نيز استفاده نمود یعنی روش پيشنهادی را روی 
C4.5 با بهبودی مشابه بهبودی كه روی ID3 در این تحقيق انجام شد، انجام داد تا عملکرد آن افزایش یابد 

البته نمی توان به طورقطع گفت كه عملکرد آن بهتر می شود بلکه می بایست این روش مورد آزمایش قرار گيرد 
تا صحت عملکرد بررسی شود. 
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