
 انتخاب براي مميزي مالياتي بر مبناي ريسك

 
 1ابوالفضل ظهوريان

 

  18/1/1389تاريخ پذيرش:    4/8/1388تاريخ دريافت: 
  
 
 

  چكيده
مميزي  پيش عدم، مالياتيجم انبوه و رو به افزايش اظهار نامه هاي ي از قبيل حمشكلات به توجهبا 

نبود معيار هاي مدون جهت ، محدوديت زماني جهت رسيدگي به اظهار نامه ها، براي حسابرسي مالياتي
عدم ارائه و  گسترده در تشخيص مالياتيسليقه اي وجود قضاوت ، محدوديت نيروي انساني، رسيدگي

تا رويكرد جديدي در راستاي بر  ستدر سيستم مالياتي كشور نياز ا اظهارنامه توسط برخي از موديان
دترين ـدر اين تحقيق تلاش خواهد شد تا با استفاده از كارآمطرف ساختن مسائل فوق اتخاذ گردد.  

روش ها و تكنيكهاي روز دنيا (نظريه آشوب و نظريه شبكه عصبي مصنوعي) امكاني فراهم شود تا 
ريسك اظهارنامه هاي مالياتي موديان را ارزيابي و سازمان امور مالياتي كشور به صورت رايانه اي بتواند 

بر اساس سياستهاي كلي سازمان و درجه ريسك اظهارنامه ها، اظهارنامه هايي كه بيشترين ريسك را در 
ن راستا، ــخود دارند را انتخاب و براي مميزي مالياتي به كارشناسان امور مالياتي ارجاع نمايد. در اي

سري زماني متغير از روش پيش بيني با مدل غير خطي  "آشوبناك بودن"جه به عي مي گردد تا با توــس
  شبكه عصبي استفاده شود. 

  
  
  

  واژگان كليدي:
 ، نظريه آشوب، نظريه شبكه عصبي مصنوعي، پيش بيني، ريسكمالياتي مميزي مالياتي، اظهارنامه

                                                      
  كارشناس ارشد حسابداري و پژوهشگر دفتر مطالعات و تحقيقات مالياتي  -1
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  مقدمه - 1

 گيري اي و بدون رعايت اصول نمونه سليقه بعضاًها براي رسيدگي به صورت دستي و  انتخاب پرونده
غير  ها درآمد اظهاري اكثر اظهارنامهبه شدت كاهش يافته است. اعتماد و اطمينان موديان مالياتي است. 

امكان رسيدگي و حسابرسي دقيق و مناسب به دليل عدم وجود اطلاعات كافي در واقعي است. 
در سيستم مالياتي  مشكلات موجود برخي از مهمترين به وجهتبا وجود ندارد. گيري شده  هاي نمونه پرونده
 :كه در زير عنوان شده است كشور

 جم انبوه و رو به افزايش اظهار نامه هاي مالياتي ح )1      

 عدم پيش مميزي براي حسابرسي مالياتي )2      

 محدوديت زماني جهت رسيدگي به اظهار نامه ها  )3      

 هاي مدون جهت رسيدگي نبود معيار )4      

  محدوديت نيروي انساني )5      
 گسترده در تشخيص مالياتيسليقه اي وجود قضاوت  )6      

  عدم ارائه اظهارنامه توسط برخي از موديان  )7      
با توجه به  ،تا رويكرد جديدي در راستاي بر طرف ساختن مسائل فوق اتخاذ گردد. در ايران نياز است

برقراري سيستم مناسب حسابرسي  نياز به شرايط خاص اقتصادي و مولفه هاي فرهنگي و اجتماعي
   است. بر حسب ريسك انحراف مبلغ ابرازي مودي از مبلغ واقعي آن مبتني بر گزينش

  
 اهداف تحقيق - 2

اصلي ماليات)  ابتدا با سنجش درجه آشوب متغير سود پيش از كسر ماليات (به عنوان يكي از اركان
آشوبناك "گيرد. چنانچه اين متغير آشوبناك بود، با توجه به آشوبناك بودن آن مورد بررسي قرارمي

سري زماني متغير مذكور و وجود يك ساختار غير خطي براي سري زماني مورد بررسي، از روش  "بودن
  پيش بيني با مدل غير خطي شبكه عصبي مصنوعي استفاده مي شود.

ا بهره گيري از از اين پيش بيني مي توان ريسك اظهارنامه مودي را ارزيابي نمود. سپس با رتبه ب 
بندي موديان بر اين اساس، پر ريسك ترين موديان را انتخاب و براي مميزي دقيق تر به كارشناسان 
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ر مبناي ريسك) امور مالياتي اعلام نمود. اين نحوه انتخاب رايانه اي (انتخاب براي مميزي مالياتي ب

  مزاياي زير را در پي دارد:
 حذف اشتباهات انساني در انتخاب براي مميزي *

 حذف قضاوت هاي شخصي *

افزايش درآمدهاي مالياتي به سبب مميزي اظهارنامه هايي كه احتمالا ميزان فرار مالياتي در آنها   *
 بيشتر است.

 مالياتيكارايي و اثر بخشي بيشتر سرمايه انساني سازمان امور  *

 امكان تدوين استانداردهاي لازم براي ارزيابي و مميزي اظهارنامه ها *

امكان بررسي ميزان تطبيق موارد ابرازي مودي با وضعيت جاري اقتصادي و ساير پارامترهاي  *
 مرتبط.

  لذا اين تحقيق براي دستيابي به اهداف زير طرح شده است.
 ات)سنجش آشوب متغير تحقيق (سود پيش از كسر مالي  
 پيش بيني متغير تحقيق به روش شبكه عصبي مصنوعي 

 پيش بيني متغير تحقيق به روش رگرسيون ساده و رگرسيون خود توضيح 

   مقايسه نتايج پيش بيني ها با داده هاي برون نمونه اي 

 محاسبه ريسك اظهارنامه ها و رتبه بندي آنها 

 

 روش كار - 3

  مي شود:با توجه به اهداف تحقيق پرسش هاي زير مطرح 
 كند؟سود پيش از كسر ماليات از يك فرايند غير خطي و معين آشوبناك پيروي مي  
 آيا سود پيش از كسرماليات  براي يك دوره كوتاه مدت قابل پيش بيني است؟  
  آيا چنانچه سود پيش از كسر ماليات آشوبگون بود و ساختاري غير خطي داشت، مدل غير خطي

 شهاي خطي پيش بيني بهتري ارائه مي دهد؟شبكه عصبي مصنوعي نسبت به رو

  با توجه به پرسش هاي تحقيق فرضيه هاي زير بيان مي شوند: 
 .سود پيش ازكسرماليات  از يك فرايند غير خطي و معين آشوبناك پيروي مي كند  
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 .سود پيش ازكسرماليات  براي يك دوره كوتاه مدت قابل پيش بيني است  
 شوبگون باشد و ساختاري غير خطي داشته باشد، مدل غير خطي چنانچه سود پيش ازكسرماليات  آ

 شبكه عصبي مصنوعي نسبت به روشهاي خطي پيش بيني بهتري ارائه مي دهد.

 

 قلمرو تحقيق 3-1

    در اين تحقيق، سود پيش از كسر ماليات از اقلام صورت سود وزيان مدنظراست. با توجه به اينكه
داده هاي تحقيق مورد نظر از شركتهاي پذيرفته شده در بورس اوراق بهادار تهران تهيه گرديده، لذا 

شركت منتخب عضو بورس اوراق بهادار تهران مي باشد. در تحقيق حاضر از  3قلمرو مكاني تحقيق 
  ) استفاده مي شود.1388الي  1372متغيرهاي سود پيش از كسر ماليات (براي سالهاي 

  
 روش تحقيق 3-2

فرآيند كار در اين تحقيق بدين نحو است كه در ابتدا پايايي سري زماني سود پيش از كسر ماليات با 
فولر تعميم يافته) بررسي خواهد شد. در صورت پايا نبودن سري  –استفاده از آزمون هاي متداول ( ديكي 

ي پايا از روش بعد محاط استفاده شده مربوطه، بايد آن را پايا كرد. سپس نماي لياپانوف براي سري زمان
  است. 

پس از محاسبه بزرگترين نماي لياپانوف، در صورت آشوبگون بودن متغير تحقيق با استفاده از روش 
دوره آتي پيش بيني انجام مي شود. براي ارزيابي اين روش از دو روش  4شبكه عصبي مصنوعي براي 

ي پيش بيني استفاده خواهد شد. سپس نتايج پيش بيني با رگرسيون ساده و رگرسيون خود توضيح نيز برا
داده هاي برون نمونه اي مقايسه خواهد شد و بهترين روش پيش بيني انتخاب خواهد شد. در انتها، با 
محاسبه درصد خطا بين پيش بيني هاي انجام شده و داده هاي برون نمونه اي به عنوان مبناي ريسك، 

  ناي ريسك طبقه بندي مي شوند.شركت هاي مورد بررسي بر مب
  

  تعريف متغير سود پيش از كسر ماليات
 ،سود و زيان عملياتي از جمع جبرياز كسر ماليات پيش زيان يك شركت  ياسود در اين تحقيق، 
خالص ساير درآمدها ، اضافه ياكسر جذب سربار، در آمد حاصل از سرمايه گذاري ،هزينه هاي مالي
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 EPS با تقسيم اين عدد بر سرمايه شركت محاسبه مي شود.  هيئت مديرهپاداش منهاي  ها) (هزينه

  .ناخالص بدست مي آيد
  
  نظريه آشوب 3-2-1

تلقي يونانيان باستان را نسبت  ،نظمي ترجمه شده است يا بي  مرج و كه به آشوب و هرج chaos1واژه 
نظم، تصادفي در نتيجه غير قابل  رساند. طبق اين ديدگاه هر چند كه امور جهان بي به هستي مي

از آشوب براي  1970باشد. دهه  از نظم و قطعيت برخوردار مي ،اما در عين حال ،رسد بيني به نظر مي پيش
ها از جمله  د كه نتايج اين تحقيقات در ساير رشتههاي فيزيك و رياضي استفاده ش تحقيقات علمي رشته
هاي به ظاهر پيچيده و تصادفي مواجه بودند بكار گرفته شد.  جغرافيا كه با پديده و مهندسي، هواشناسي
باشد تا بتوان از طريق اين نظم روند آتي  هدف كشف نظم نهفته در سيستم مي ،در تمام اين تحقيقات
هاي پيچيده صرفاً ظاهري پرآشوب دارند و در  نظر آشوب، سيستم از نقطه.دبيني نمو حركت آنها را پيش

كه در واقعيت تابع يك جريان معين با يك فرمول رسند در حالي نتيجه نامنظم و تصادفي بنظر مي
  ).1: 1381(مشيري رياضي مشخص هستند 

هاي بازخور منفي يك  لقهمثبت و منفي است. ح 2هاي بازخور هاي پويا، حلقه پايه و اساس كليه سيستم
آل و شرايط موجود سيستم اختلاف  صورت كه اگر بين شرايط ايده به اين .كن دارد مكانيزم خود تصحيح

حلقه منفي فعال شده و سيستم را در جهت رسيدن به  ،وجود داشته باشد و اين دو با هم برابر نباشند
هاي بازخور مثبت يك مكانيزم خود فشار  حلقه فرآيندهايي بادر مقابل،  كند. آل هدايت مي شرايط ايده

  كنند. مجدد دارند كه ناپايداري سيستم را تشديد مي
 
  نماي لياپانوفبزرگترين 3-2-1-1

براي تشخيص وجود آشوب در سريهاي زماني آزمونهاي مختلفي وجود دارد كه مهمترين آنها تخمين 
بزرگترين نماي لياپانوف است. هر سيستمي با داشتن حداقل يك نماي لياپانوف مثبت، سيستمي 

 آشوبناك است. 

                                                      
است و به معادلات تفاضلي غير خطي يا معادلات  deterministic chaosيك عبارت خلاصه شده از  chaosواژه .  1

  (Ellner & Turchin,1995)گردد  ديفرانسيل بدون هرگونه ماهيت تصادفي بر مي
2 -  Feedback loops 
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  شود: در نهايت نماي لياپانوف طبق رابطه زير محاسبه مي




 ),;(log
)(

),( jimd
mNN

nm
n1

1
  

دهنده آن است كه نقاط نزديك در فضاي  مثبت نشان  mبعدي در طول زمان از يكديگر دور 
مدت  عد از بين رفته و فقط براي كوتاهشوند. بنابراين تأثير اطلاعات گذشته از يك زمان مشخص به ب مي
   بيني را انجام داد. پيش توان مي

  
  پيش بيني به روش رگرسيون ساده 3-2-2
بازگشت به يك مقدار متوسط " مفهومبه در فرهنگ لغت به معني بازگشت است و اغلب  "رگرسيون"

ي به طرف يك مقدار از نظر كمبه كار مي رود. بدين معني كه برخي پديده ها به مرور زمان  ”يا ميانگين
روش كمترين مربع خطا كه يكي از روش هاي مورد استفاده در تحليل رگرسيوني  . متوسط ميل مي كنند

اضيدان مشهور آلماني در سال ري 2و گوس 1805رياضيدان فرانسوي در سال  1است اولين بار توسط لژندر
  .معرفي و در مطالعات نجومي به كار برده شد 1809
  
  پيش بيني به روش رگرسيون خود توضيح 3-2-3

ي ـدت مورد استفاده قرار مي گيرند و سعـالگوهاي سري زماني اغلب براي پيش بيني هاي كوتاه م
مي كنند رفتار يك متغير را براساس مقادير گذشته آن متغير (و احتمالاً مقادير گذشته ساير متغيرهايي را 

توضيح دهند. حال در اين بين الگوهايي كه تنها مقادير قطعي يك  كه تمايل به پيش بيني آنها داريم)
متغير را به مقادير گذشته آن متغير و مقادير خطاهاي حال و گذشته ارتباط مي دهند، الگوي سري زماني 
تك متغيره ناميده مي شوند. امروزه با گسترش دانش در زمينه تحليل رگرسيون و سريهاي زماني 

 5، فرآيند ميانگين متحرك 4برداري ، خود رگرسيون 3چون الگوهاي خود رگرسيونروشهاي جديدتري هم

                                                      
1- Legendre 
2- Gauss 
3- AutoRegessive(AR) 
4- Vector AutoRegressive(VAR) 
5- Moving Average process(MA) 
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عروف ـنيز م 2جنكنيز – دولوژي باكسـكه به مت 1اشتهـو الگوهاي خود رگرسيون ميانگين متحرك انب

مي باشد، اشاره كرد. در الگوي خود رگرسيون با استفاده از تحليل رگرسيون، متغير مورد نظر بر روي 
شود. به عبارت ديگر، هر متغير تابعي از گذشته خود در نظر گرفته شده است. خود رگرسيون مي گذشته

دوره قبل خود تخمين زده مي شود   P  در اين روش، بااستفاده از تحليل رگرسيون رابطه متغير موردنظر با
م مي شود. مدلهاي و بر اساس ضرايب بدست آمده و مقادير موجود نسبت به پيش بيني مقادير آينده اقدا

  گروه عمده مي توان تقسيم بندي كرد. 4خطي سري زماني را به 
  مدلAR (الگوي خود توضيح)  
  مدلMA (الگوي ميانگين متحرك) 

  مدلARMA (الگوي خود توضيح ميانگين متحرك) 

  مدلARIMA (الگوي خود توضيح جمعي ميانگين متحرك) 

تغيره است كه رفتار يك متغير را براساس مقادير فرآيند خود توضيح، يك الگوي سري زماني تك م
  گذشته خود آن متغير توضيح مي دهد. اين فرآيند را مي توان به صورت زير نمايش داد:

1 1 1 2 2 1.....t t p t py y y y u          
  

  پيش بيني به روش شبكه عصبي مصنوعي 3-2-4
عنوان يك سيستم هاي عصبي از زماني شروع شد كه مغز به  تحقيقات و علاقمندي به شبكه

مغز به عنوان  ديناميكي با ساختار موازي و پردازشگري كاملاً مغاير با پردازشگرهاي متداول شناخته شد.
م مرتبط با تعداد ه ) نرون به1011تريليون ( 100يك سيستم پردازش اطلاعات با ساختار موازي، از 

هاي عصبي هستند. بافتهايي  تاري سيستمترين واحد ساخ ساده 3ها نرون ارتباط تشكيل شده است. )1016(
ها هستند كه اطلاعات و پيامها را از يك قسمت بدن به  شوند اجتماعي از نرون كه عصب ناميده مي

ميايي هستند. بيشترين تعداد ـالكتروشي 4هاي اين پيامها از نوع ايمپالس كنند. قسمت ديگر منتقل مي
ها كاركرد  رچه همه نرونگاند.  ي عصبي جانبي تمركز يافتهها ها در مغز و باقي در نخاع و سيستم نرون

                                                      
1- AutoRegressive Integrated Moving Average(ARIMA) 
2- Box- Jenkins Methodology 
3- Neuron 
4- Impulse 
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ارد. با وجود اين

 مناطق دريافت
 سطح نامنظم و
سته سلول منتقل
ي دريافتي عمل

هاي ديگر منتقل
گويند. ناپس مي

  د.
ك وزن معين به
ش خروجي است.

1- Cell bod
2- Dendrite
3- Axon 

                     

سيستم عصبي د

 
  كي
ها به عنوان يت

هستند كه داراي
ريكي را به هست
 روي سيگنالهاي

  گردد.
 سلول را به نرونه

را سينسلول ديگر
سازند  را برقرار مي

ورودي بوسيله يك
در محاسبه ارزش

dy 
es 

                     

 استقرارشان در س
  اند: شده

ل عصبي بيولوژيك
دندري. دهد ن مي

برهايي سلولي ه
هايي الكتر گنال

ون فراهم و بر
گ  آستانه مدل مي
دريافتي از هسته

هاي س دندريت
هاطات بين نرون

2 x   1وx.( هر و
 ورودي مذكور د

           ريسك

بستگي به محل
 اساسي تشكيل ش

ساختمان سلول: 2
ولوژيكي را نشان
شكيل يافته از فيب

ها سيگ دندريت
راي فعاليت نرو
سه با يك سطح

يميايي د الكتروش
 يك سلول به

كه ارتباطا هستند
2و … xn ( دارد

گر اهميت نسبي

       

مالياتي بر مبناي

زه و شكل آنها ب
ها از سه قسمت

2 شكل
 سلول عصبي بيو

هايي تش ي، شبكه
باشند. ميشمار 

نرژي لازم را بر
ساده جمع و مقايس
ي دارد و سيگنال
 يك آكسون از

ختاري كوچكي ه
ش از يك ورودي
ه اين وزن بيانگ

                     

ب براي مميزي ما

ي دارند، ولي انداز
ه وع، بيشتر نرون

    1بدنه سلول
     2دندريت
  3آكسون

ساختمان بالال 
هاي الكتريكي ل

اي انشعابي بي
د. بدنه سلول، ان
كه با يك عمل س
ون طول بيشتري
. محل تلاقي ي

ها واحدهاي ساس
لاً هر نرون بيش

شود كه متصل مي

                     

انتخاب

   
يكساني
همه تنو

ـ بد1 
ـ د2 
ـ آ3 

شكل
سيگنال
ها شاخه
كنند مي
كندك مي

آكسو
كند. مي

سيناپس
معمو
نرون مت
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در نظر گرفت با اين تفاوت كه باياس ميزان تأثير ورودي ثابت (مثلاً برابر  Wتوان مانند  را مي 1باياس
  آيد: ارزش نرون خروجي طبق رابطه زير بدست مي ،كند. بنابراين ميروي نرون منعكس  اريك) 

هاي عصبي  نقش نرونها در شبكه عصبي پردازش اطلاعات است كه اين امر در شبكه ،به طور كلي
كننده و  را معادل شدت سيناپس جمع wتوان  شود. مي انجام مي» 2تابع محرك«مصنوعي از طريق 

  همان سيگنال گذرنده از آكسون در نظر گرفت.را  yمعادل هسته سلول و خروجي نرون  » 3نتقالتابع ا«
  
  
  يادگيري شبكه عصبي 3-2-4-1

سازي است كه طي آن يك تابع خطا كه معمولاً مجموع  آموزش شبكه در واقع يك فرآيند بهينه
آموزش با «شود. اين شكل از يادگيري را  مربعات خطاست با تنظيم وزنها و باياسهاي شبكه حداقل مي

   گويند. مي» 4ناظر
» 5الگوريتم پس انتشار خطا«آنها  روشهاي مختلفي براي حداقل كردن خطا وجود دارد يكي از بهترين

  شود:  فرآيند آموزش در دو مسير انجام مي ،است. بر طبق اين روش
 مياني به لايه خروجي منتقل   در مسير رفت يا پيشخور كه اثرات بردار ورودي از طريق لايه
شود. اين خروجي با پاسخ مطلوب مقايسه  خروجي واقعي شبكه حاصل مي ،گردد و به اين ترتيب مي
 شود. مي

  (لايه خروجي ـ لايه ورودي) خطاي بدست آمده در جهت خلاف كه در مسير برگشت يا پيشخور
 شود. هاي شبكه در كل شبكه توزيع مي شبكه براي تعديل وزنها از طريق لايه

نسبت به وضعيت و هدف كار خود آگاهي بيشتري پيدا كند. به  يابد تا شبكه قدر ادامه مي اين عمل آن
شوند كه پاسخ واقعي شبكه به پاسخ  ها) طوري تنظيم مي پارامترهاي شبكه (وزنها و باياس، اين ترتيب

                                                      
1- Bias 
2- Activation function 
3- Transfer function 
4- Supervised Leavning 
5- Error Backpropagation 

 
ni

is
ii bxwNet

1
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رآيند يادگيري از

، ميانگين1 خطا

هم تركيب  را با
دار را با هم جمع

  
ست كها هم اين

خواسته باشد. در
كنند و نحوه مي

ود باشد ( به اين
ها را بر اساس
تعليم شبكه را به

1- Mean S
2- Mean A

                     

فر ،شود. بنابراين
  شود. ي

ميانگين مربعات

ها تواند ورودي
دهاي وزن رودي

            
گرفت. مهر نظر 

ك / پاسخ طبق خ
حافظه ها عمل م
اي متناظر موجو
، مي توان وزنه
ست آورد و روند ت

  باشد. ي

Squared Error
Absolute Erro

                     

ت خطا حداقل ش
گشت تشكيل مي

  عصبي
 از معيارهاي م

  .شود مي
رائه كرد كه بتارا

نرون ور ،ن حالت

          
حرك / پاسخ در
يكه رفتار محرك
 وزنها در غالب ح

ها جيها و خرو
)ود

 هر نرون را بدس
رودي متناظر مي

   شود:

r 
or 

           ريسك

مجموع مربعات ر،
و مسير رفت و برگ
ع عملكرد شبكه
صبي ارائه شده
ح روند استفاده م
نرون مصنوعي ر
رد. در ساده ترين

    
 يك سيستم مح
هاي آن به نحوي

باشند.مي   )wا(
كه ورودي ورتي
شو گفته مي م
توان وزنهاي مي

وليد خروجي از و

  يني
مول استفاده مي

       

مالياتي بر مبناي

ه عبارت ديگرب .
از دو» نتشار خطا

هاي ارزيابي عم
هاي عص رد شبكه
بيني صحيح د پيش
مدل ن توان مي

 آنها به وجود آور

بي را به صورت
ي تنظيم پارامتره

وزنها  هولات ما
كنند. درصو  مي

ي مجموعه تعليم
مبدست آورد. لذا

م، شبكه آماده تو

خطاي پيش بي
 پيش بيني از فرم
                     

ب براي مميزي ما

تر شود  نزديك
انتپس «لگوريتم 

معيارها 2-4-2
 ارزيابي عملكر

و درصد 2ق خطا
اين، روشساس 

 يك خروجي از
  د. 

توان شبكه عصب
تعليم شبكه يعني
عليم در واقع مجه
سخ را مشخص
رودي و خروجي

بد   
ساند. پس از تعليم

محاسبه خ 2-5
 محاسبه خطاي
                     

انتخاب

   
مطلوب
طريق ا

3-2
براي

قدرمطلق
بر اس
كرده و

كند مي

ت مي
بدانيم ت
حين تعل
توليد پا
زوج ور
فرمول

اتمام رس
  
3-2

براي
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خطاي پيش بيني = �∑ (xi−x�i)n
i=1
n−1   

  برابر تعداد نمونه ها مي باشد. nكه 
  
  برخي تعاريف و مفاهيم مرتبط 3-3

فرصت را خلق گر مسير تحقيق است. همچنين مرور تجربه پيشينيان اين بيان ادبيات موضوع، روشن
هاي احتمالي در تحقيق شناسايي و از دستاوردهاي آنها چون توشه اي كند تا مشكلات و سختيمي

  گرانبها در طول تحقيق استفاده شود.
  
  تعريف ماليات 3-3-1

) پرداختي الزامي و بلاعوض 1OECD( سازمان همكاري و توسعه اقتصاديماليات بر حسب تعريف 
  ، دارايي و غيره تعلق گيرد.موسسهاست. ماليات ممكن است به شخص، 

  
 قياشخاص حقو 3-3-3

از افراد كه داراي منافع مشترك بوده يا پاره اي از اموال كه به  گروهيشخص حقوقي عبارت است از 
هدف خاصي اختصاص داده شده اند و قانون آنها را طرف حق مي شناسد و براي آنها شخصيت مستقلي 

 قائل است مانند دولت، شهرداري، دانشگاه، شركتهاي تجاري، انجمنها و موقوفات.

  
  انواع اشخاص حقوقي 3-3-4

سازمان ثبت احوال، شهرداري و... كه قانون به آنها استقلال  دانشگاه تهران، مجلس شوراي اسلامي،
مالي و اداري اعطاء كرد از جمله اشخاص حقوق عمومي محسوب مي شوند و شركتهاي تجاري و 

  روند.خصوصي به شمار مي  موسسات غير تجارتي و موقوفات از جمله اشخاص حقوقي
  

                                                      
1- OECD-Organisation for Economic Co-operation and Development 
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 189                                                                انتخاب براي مميزي مالياتي بر مبناي ريسك

   



  خصوصي درآمد اشخاص حقوقي ماليات بر 3-3-5
وصول  به وــوان ماليات شركت محاسـ% به عن25اتي ـاين گروه از موديان مالياز كل درآمد عموماً 

مي شود كه در خصوص شركت هاي پذيرفته شده در بورس با توجه به معافيت هاي اعطا شده معادل 
  % مي باشد.5/22

  
  پيشينه پژوهش -3-4
  در خارج از ايران مروري بر مطالعات انجام شده 3-4-1
  )1990( 1توماس و همكارانش 3-4-1-1

حساسيت بازار فروش با استفاده از مدل شبكه "توماس و همكارانش در بررسي خود تحت عنوان 
  اند كه حساسيت بازار موضوع اصلي در مطالعات فروش است. بيان كرده "عصبي

  
  )1992( 2كفري دانيل مك 3-4-1-2

مين ه داند. به نويسنده در اين مقاله يك پارامتر مهم براي تعيين پويايي سيستم را نماي لياپانوف مي
رفتار سيستم در دو موقعيت اوليه مشابه مقايسه شده است. نماي لياپانوف نرخ واگرايي مسير را  ،خاطر

 از روش تابع معين استفاده كرده است.  دهد كه نويسنده براي تخمين  شان مين

  
  )1995( 3النر و تارچين 3-4-1-3

در اين مقاله حساسيت نسبت به شرايط اوليه است. نويسنده در اين مقاله   خاصيت تعريف شده از آشوب
  است. براي محاسبه نماي لياپانوف از روش تابع معين استفاده كرده

  

                                                      
1 - Tomas S.Gruca et al 
2- Daniel McCaffrey 
3- Turchin & Ellner 
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  )1998( 1اوئيوا و فيدلر 3-4-1-4

اند. الگوريتمهاي  نويسندگان در اين مقاله يك الگوريتم براي محاسبه سريع نماي لياپانوف ارائه داده
اي دارند و به زمانهاي طولاني براي محاسبات خود احتياج دارند اما اين الگوريتم  قديمي ساختار پيچيده

آورد. دراين  لياپانوف را با استفاده از ميانگين زماني بدست مي كند و نماي جديد اين مشكلات را حل مي
هاي كوچكتر تقسيم  ) به محدوده1997( 3كل بنتلي و فين 2فضاي حالت براساس مطالعات فريدمن ،مقاله

  شده است و جاذب با اين ساختار تطبيق داده شده است.
  
  )1999( 4آلگيس گارلياوس كاس 3-4-1-5

بيني سري زماني  از آشوب براي بهبود الگوريتم تخميني شبكه عصبي و به منظور پيش ،در اين مقاله
 بازار سهام استفاده شده است زيرا آشوب نقش يك كاتاليزور را در يادگيري شبكه عصبي مصنوعي دارد.
هدف اصلي مقاله اين است كه آموزش شبكه و تغييرات وزنها به نحوي صورت گيرد كه تفاوت بين 

  براي آموزش شبكه استفاده شده است. 5مطلوب و واقعي به حداقل ممكن برسد لذا از تابع كرنل خروجي
  
  )1999( 6پرون و باستي 3-4-1-5

ده است. در ــتار بهينه شبكه عصبي استفاده شـخاب ساخـبراي انت DSW7از معيار  ،در اين مقاله
نيز توضيحاتي ارائه گرديده است اما نويسنده معتقد  8MDLهاي ابتدايي اين مقاله در مورد معيار  بخش

بيني سريهاي زماني وجود  هاي نظري و عملي براي پيش كه در اين زمينه محدوديت است از آنجائي
هايش اكتفا كرده است. با استفاده از معيار  بنابراين صرفاً به معرفي اين معيار و ذكر محدوديت ،دارد

DSW وتاهترين مجموعه آموزش و كمترين خطا را ايجاد كرده است.شبكه عصبي پيشخوري با ك  
  

                                                      
1- N.N.Oiwa & N.Fielder - Ferrara 
2- Friedman 
3- Bently & Finkel 
4- Algis Garliaus kas 
5- Kernel 
6- Antonio L.Perrone & Gianfranco Basty 
7- Dynanic Sampling Window 
8-Minimum Description Length 
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  )1999( 1گونزالز و همكارانش 3-4-1-6

و بهبود فرآيند يادگيري استفاده  2از الگوريتم ژنتيك براي انتخاب ساختار بهينه شبكه ،در اين مقاله
بنابراين با  ،دانيم مدل نميهاي بهينه را در  كه ما تعداد وقفه شده است و نويسنده معتقد است از آنجائي

توان تعداد وقفه بهينه را بدست آورده و با استفاده از الگوريتم ژنتيك شبكه را  بررسي آشوب سيستم مي
  آموزش داد و به اين ترتيب خطاي آموزش شبكه را به حداقل رساند.

  
  )1999( 3لوو  فلاريوو و آورهن 3-4-1-7

 ARMAماري و شبكه عصبي در مورد مدلهاي سريهاي زمانيهاي آ هدف از اين مطالعه مقايسه يافته
  است. ARMAسازي شبكه براساس فرآيندهاي  است. روش اصلي محقق شبيه

  
  )2000( 4پاليت و پوپاويك 3-4-1-8
بينـي متفـاوت از    هـوش مصـنوعي همـراه بـا تركيبـي از روشـهاي پـيش        از روشـهاي  ،مقاله دراين   

بينــي اســتفاده شــده  و غيــره بــا هــدف انتخــاب بهتــرين روش پــيشAR,ARMA,ARIMA جملــه 
هـاي بهتـري را   بينـي  دهـد كـه روشـهاي هـوش مصـنوعي پـيش       نتايج بدست آمـده نشـان مـي    است.

 ـ نسبت به پيش دهنـد. امـا انتخـاب بهتـرين روش در      هـاي مربـوط بـه روشـهاي ديگـر انجـام مـي       يبين
غيـر ممكـن اسـت زيـرا هـر كـدام از ايـن         7كه عصـبي و شـب  6، فـازي عصـبي  5بين روشـهاي فـازي  

تـوان يكـي از ايـن سـه      نمـي  ،دهنـد. بنـابراين   روشها در مواردي خاص قابليتهاي بهتـري را نشـان مـي   
 روش را به عنوان بهترين انتخاب كرد.

  

                                                      
-1 Gonzalez et al 
-2 Polynomial Artificial Neural Network 
-3 G.F.Fllareiov & E.O.Averehenkov 

 5- Ajoy Kumar Palit & D.Popovic 
5 - Fuzzy 
6 - neuro - fuzzy 
7 -Neural Network 
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  )2000( 1فرانسيسكووبرند 3-4-1-9

هاي عصبي مصنوعي در اين  از شبكه بيني تقاضاي وام مسكن در هلند با استفاده تأثير ناپايايي بر پيش
هاي عصبي  هاي غيرخطي نظير شبكه زننده مقاله بررسي شده است. با وجود اينكه از نظر نظري تخمين

ولي نويسنده معتقد است كه  ،قادر هستند هر سري زماني ناپايا را بدون هيچگونه تغيير اوليه تخمين بزنند
دهد. بنابراين پس از پايانمودن سري زماني  ا كاهش ميبيني ر هاي زماني، دقت پيش ناپايايي سري

 .بيني استفاده كرده است موردنظر از آنها براي پيش

  
  )2000( 2هوليست و همكارانش 3-4-1-10

به بررسي آشوب در چندين سري زماني اقتصادي نظير تغييرات نرخ دلار آمريكا نسبت  ،اين مقالهدر 
به پوند انگليس و نرخ رشد اوراق قرضه دولتي امريكا و شاخص سهام شهر ورشو با استفاده از روش 

 شود. پرداخته مي (RP) 3نمودارهاي بازگشتي 

  
  )2002( 4تاني سرلتيس و شين 3-4-1-11

از روشهاي اقتصادسنجي و تئوري سيستمهاي پويا براي بررسي وجود آشوب در بازار  ،در اين مقاله
سهام آمريكا استفاده شده است. ابتدا نويسندگان به بررسي پايايي سريهاي زماني موردنظر پرداختند. به 

كرده و از  دليل ناپايي سريهاي زماني بازار سهام، از متغير تغيير شكل داده شده بصورت لگاريتمي استفاده
آزمون اين در همچنين . اندو نماي لياپانوف براي بررسي وجود آشوب استفاده كرده BDSدو آزمون 

BDS ند.ه ارا براي بررسي تصادفي و يا غيرتصادفي بودن استفاده كرد  
  )2003( 5هانت و همكارانش 3-4-1-12

ي كوتاه مورد استفاده براي تشخيص آشوب در سريهاي زمان 1992بار در سال  اولين NEMGروش 
كه با استفاده از مشاهدات قبلي  است قرار گرفته است. اين روش مستلزم وجود يك تابع تجربي مناسبي

                                                      
1 - Francesco Virili & Bernd Freisleben 
2 - Holyst et al. 
3 - Recurrence plots 
4 - Apostolos Serletis & Mototsugu Shintani 
5 - Hunt et al 
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آورد. در اين  م را بدست ميه مسير نزديك به 2كند و در نهايت نرخ همگرايي يا واگرايي از  بيني مي پيش
 گيري چقدر باشد. يا بازه زماني نمونهها پايا باشند يا ناپايا و  دادهكه مهم نيست  ،روش

  
  در ايران مروري بر مطالعات انجام شده 3-4-2
  )  1352وكيل ( 3-4-2-1

و روش تخمين معادلات، حداقل مربعات  1338-51دوره زماني مورد استفاده محقق مربوط به سالهاي 
متغيرهاي برون زا و درون زاي آن معادله و تعداد  20معمولي مي باشد. تعداد معادلات رفتاري اين الگو 

 متغير بوده است. 20متغير و 10به ترتيب

  
  )1356احمد شهنشاهي و ملكوم داولينگ ( 3-4-2-2

ساله  12در اين مقاله، يك الگوي اقتصاد سنجي براي پيش بيني وضع اقتصادي ايران طي يك دوره 
اقتصاد ايران با استفاده از الگوهاي ) ارائه شده است و پيش بيني از طريق شبيه سازي 1363-4-1353(

 اقتصاد سنجي انجام شده است.

  
  )1357احمد شهشهاني  ( 3-4-2-3

) مي باشد و معادلات ازطريق معادلات 1338 – 53دوره زماني مورد بررسي محقق مربوط به سالهاي (
بررسي قرار خطي ساده بر اساس دو روش حداقل مربعات معمولي و حداقل مربعات دو مرحله اي مورد 

  گرفته است.
 ) 1363مسعود محمدي ( 3-4-2-4

در اين مطالعه، نويسنده ارتباط بين نرخ تغيير توليد ناخالص داخلي و نرخ تغيير درآمد هاي مالياتي 
مورد مطالعه قرار داده است كه شدت و ضعف اين ارتباط  1348-1362ساله  15دولت را در دوره زماني 
و يكپارچگي اقتصادي، ارتباط بخشهاي مختلف فعاليت اقتصادي، امكان تغذيه  را وابسته به درجه ادغام

 هر بخش از منابع داخلي، حجم فعاليتهاي دولت و ... بيان كرده است
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  )1370فريبا فهيم يحيايي ( 3-4-2-5

 معادله 4معادله رفتاري و  7الگوي مورد استفاده محقق براي برآورد توابع درآمد هاي مالياتي شامل 
تعريفي است. معادلات رفتاري الگو به برآورد توابع ماليات بر مشاغل، ماليات بر مستقلات، ماليات بر 
حقوق، ماليات بر شركتها، ماليات بر ثروت، ماليات بر واردات و ماليات بر مصرف و فروش مربوط است و 

ل ـمالياتهاي غير مستقيم و ك د، ماليات مستقيم، ـو نيز به برآورد ماليات بر درآمـمعادلات تعريفي الگ
 درآمد هاي مالياتي، اختصاص داده شده است.

  
  )1376يوسف عيسي زاده روشن ( 3-4-2-6

در اينجا، نويسنده به بررسي عوامل مؤثر بر درآمد هاي مالياتي و مخارج دولت و شناسايي راههاي 
ص پرداخته است. با استفاده از كاهش فاصله بين دو نسبت درآمد هاي مالياتي و مخارج به توليد ناخال
) و ارزش حداقل 1344– 1374اطلاعات سري زماني كه به سه دهه اقتصاد ايران اختصاص دارد (

 مربعات سه مرحله اي، به برآورد سيستم معادلات پرداخته شده است.

  
  )1377علي خاكي صديق ـ كارولوكس ـ حميد خالوزاده ( 3-4-2-7

ستفاده از تحليلهاي غيرخطي رياضي نسبت به قيمت سهام شركت شهد با اگان در اين مقاله نويسند
 د.نساز ماهيت فرآيند مربوط به سري زماني قيمت آن شركت را مشخص مي ،بازار بورس تهراندر ايران 

  
  )1379فاتحي ( 3-4-2-8

يك  هاي موجود براي تخمين بعد همبستگي در صورتيكه تعداد داده موجود از كه الگوريتم از آنجائي
نويسنده الگوريتم بعد همبستگي را چنان  ،بنابراين .نتايج خوبي را به همراه ندارد ،سري زماني كم باشد

بهبود داده است كه تخمين بهتري از بعد همبستگي بدست آيد. الگوريتم پيشنهاد شده روي سري توليد 
 و لورنز اعمال شده است. 1شده از معادلات هنون

  

                                                      
1- Henon 
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  )1380احراري ( 3-4-2-9

) 1996ـ  99آشوب در سري زماني قيمت آتي نفت (  نويسنده به بررسي و تحليل وجود ،در اين مطالعه
پرداخته است. براي اثبات غير تصادفي بودن از آزمون نماي هرست و براي وجود آشوب در سري زماني 

پانوف و بزرگترين نماي ليا (CD) 1مربوطه از دو روش عمومي و كاربردي، تخمين بعد همبستگي
(LLE) .استفاده كرده است 

  
  )1381قديمي و مشيري ( 3-4-2-10

بيني نرخ رشد  كارايي يك مدل شبكه عصبي با يك مدل رگرسيون خطي براي پيش ،در اين مقاله
) را براي 1380ابتدا مدل رشد اقتصادي قديمي و مشيري ( ،شود. به اين منظور اقتصادي ايران مقايسه مي

گيرد و سپس با همان  بيني صورت مي پيش 1347ـ  80برآورد كرده و براي دوره  مجدداً 1315ـ73دوره 
 مجموعه متغيرهاي ورودي يك مدل شبكه عصبي طراحي و تخمين زده شده است.

  
  )1381ت امور اقتصادي (ونمعا 3-4-2-11

اين طرح تحقيقاتي مربوط به پيش بيني درآمد هاي استان خراسان در برنامه سوم مي باشد كه بر 
اساس روش تجزيه و تحليل وضع موجود انجام شده است. دوره زماني مورد بررسي مربوط به 

  ) پيش بيني صورت گرفته است.1378 – 83) مي باشد كه براي دوره(1368 – 1383سالهاي(
  )1382و فروتن ( مشيري 3-4-2-12

ها از يك سيستم ديناميك غيرخطي آشوبناك بدست آمده باشند،  طبق نظريه آشوب، چنانچه داده
بيني دقيق اما كوتاه مدت از رفتار آتي سيستم وجود خواهد داشت چرا كه در  سازي و پيشامكان مدل

شود و ارتباطي با  مي واقع رفتار بي قاعده يك سيستم آشوبناك، از ويژگي غيرخطي بودن آن نتيجه
توان اميدوار بود كه  ها، مي شوكهاي خارجي ندارد. در صورت اثبات آشوبناك بودن سيستم مولد داده

مدت رفتار سري مورد استفاده قرار گيرند.  بيني دقيق كوتاه مدلهاي ديناميك غيرخطي بتوانند براي پيش
بازار نيويورك  WTI  ت نفت يعني شاخصسنجي وجود آشوب در سيستم مولد قيم اين تحقيق به امكان

 پردازد. مي 2003تا  1983سالهاي طي

                                                      
1- Correlation Dimension 
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  )1382كاظم چاوشي ( 3-4-2-13

پذيري رفتار بازده سهام در بورس اوراق بهادار تهران بوسيله مدل خطي  بيني به پيش ،در اين مطالعه
ت روزانه سهام هاي عصبي مصنوعي پرداخته شده است. جهت آزمون اين مسأله قيم عاملي و شبكه

 شركت توسعه صنايع بهشهر به عنوان نمونه انتخاب شده است.

  
  )1382خالوزاده ( 3-4-2-14

با استفاده از اطلاعات سري زماني قيمت و بازده سهام چند شركت در بازار بورس تهران  ،در اين مقاله
  مت سهام و نيز ارائه مدل بهينه پرداخته شده است.ي قيبين به پيش

  
  )1384حميدي ( 3-4-2-15

) آزمون نماي لياپانوف به 1375-81با استفاده از مدل غيرخطي شبكه عصبي مصنوعي براي سالهاي (
منظور بررسي ساختار سري زماني ماليات بر مشاغل انجام شده است. اين آزمون وجود آشوب ضعيفي 

 مبني بر غيرخطي بودن مدل مربوط در سيستم را نشان مي دهد.

  
  جمع بندي 3-4-3

همچنان كه ملاحظه شد، با توجه به بررسي و مطالعات انجام شده تا زمان انجام اين تحقيق محققين 
عمدتا در خصوص متغيرهاي كلان اقدام به پيش بيني نموده اند. همچنين مشاهده مي شود كه به 

نموده اند. در اين  استثناء چند تحقيق معدود اكثر محققين از روش هاي كلاسيك خطي و قديمي استفاده
تحقيق، با رويكردي متفاوت و ارجحيت دادن به بعد عملياتي و كاربردي، از روش پيش بيني شبكه 

 عصبي در انتخاب براي مميزي اظهارنامه هاي مالياتي رايانه اي استفاده مي شود.

  
  يافته هاي تحقيق - 4

ام هاي ايرانيت، پارس پامچال و شركت منتخب عضو بورس اوراق بهادار تهران با ن 3در اين تحقيق، 
 چيني ايران مورد بررسي قرار گرفته اند.
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  نتايج آزمون ديكي فولر تعميم يافته 4-1

 قيد شده است. 1شركت فوق در جدول  3فولر تعميم يافته براي -نتايج آزمون ديكي

  
  فولر تعميم يافته-: نتايج آزمون ديكي1 جدول

 سطح
 شركتنام 

 چيني ايران پارس پامچال ايرانيت
 مدل و نتايج آن

نتايج 
آزمون 
تفاضل 
مرتبه اول

مدل خود 
توضيح 
 تجمعي

مقدار بحراني 0.002269252 0.001 0.001 

 -t 4.155036175- 6.327662108- 4.530309999آماره 

 1 1 1 پايابودن

مدل خود 
 توضيح

مقدار بحراني 0.038347928 0.003446929 0.009987778 

 -t 2.063837465- 3.058517767- 2.602595136آماره 

 1 1 1 پايابودن

مدل 
 روند پايا

مقدار بحراني 0.001 0.001 0.001 

 -t 5.964624916- 6.794240257- 6.050573055آماره 

 1 1 1 پايابودن

 
  پايا مي شود. لذا با استفاده از فرمول: 1مرتبه با استناد به اين نتايج اين متغير ها با تفاضل 

YD1(t)=Yt-Yt-1  
 متغيرها پايا مي گردند.

  
  نتايج آزمون بزرگترين نماي لياپانوف 4-2

بزرگترين نماي لياپانوف براي سود  25تا  1براي وقفه هاي مختلف از  10تا  1براي ابعاد  2در جدول 
  شده است.شركت فوق نمايش داده  3پيش از كسر ماليات 
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  25تا  1براي وقفه هاي مختلف از  10تا  1: بزرگترين نماي لياپانوف براي ابعاد 2 جدول

 چيني ايران پارس پامچال ايرانيت نام شركت/ بعد

1 0 0.96 5.31 

2 0 0.93 5.05 

3 7.61 0.91 4.8 

4 7.57 0.9 4.57 

5 7.39 0.89 4.36 

6 7.2 0.93 4.23 

7 7.03 0.94 4.05 

8 6.85 0.95 3.92 

9 6.66 0.97 3.8 

10 6.31 1.03 3.71 

 
با توجه به اطلاعات مندرج در جدول فوق ملاحظه مي شود كه بزرگترين نماي لياپانوف براي ابعاد 

نشان صفر يا مثبت مي باشد. نماي لياپانوف مثبت  25در وقفه هاي مختلف از يك تا  10تا  1مختلف از 
 دهنده آشوب در متغير هاي مذكور است.

  
  پيش بيني 4-3

شركت فوق و با استفاده از فرمول هاي  3بر اساس داده هاي سري زماني سود پيش از كسر ماليات 
محاسباتي، پيش بيني مقدار آتي به روش هاي رگرسيون ساده، رگرسيون خود توضيح و شبكه عصبي 

  درج شده است. 3مصنوعي در جدول 
  : پيش بيني مقدار آتي به روش هاي رگرسيون ساده، رگرسيون خود توضيح و شبكه عصبي مصنوعي3 جدول

نام 
شركت

 داده هاي واقعي روش پيش بيني

دوره 
زماني

رگرسيون خود  رگرسيون ساده
 توضيح

شبكه عصبي 
 مصنوعي

ايرانيت
884 343244.864 433424.2497 471525.9 471525.9 

883 348925.5363 457218.1408 485424.9 497383.9 
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نام 
شركت

 داده هاي واقعي روش پيش بيني

دوره 
زماني

رگرسيون خود  رگرسيون ساده
 توضيح

شبكه عصبي 
 مصنوعي

882 354606.2086 481012.0318 449221.1137 522131.9 

881 360286.8809 455227.6402 492617.5727 545304.9 

پارس 
پامچال

884 87189.78363 71909.90792 77116.2 87189.78363 

883 88547.68298 75315.20849 78673.2 88547.68298 

882 89905.58233 76553.57345 76965.70289 89905.58233 

881 91263.48169 76533.68066 78830.11324 91263.48169 

چيني 
 ايران

884 664224.4696 802786.044 919844.9 664224.4696 

883 674567.9621 917805.5162 945988.9 674567.9621 

882 684911.4546 871784.029 945130.056 684911.4546 

881 695254.9471 959683.1253 974173.7879 695254.9471 

 

  خطاي پيش بيني 4-4
شركت فوق  3بر اساس پيش بيني هاي انجام شده و داده هاي سري زماني سود پيش از كسر ماليات 

بيني مقدار آتي به روش هاي ، خطاي پيش (RMSE)و با استفاده از فرمول محاسباتي خطاي پيش بيني
  درج شده است. 4رگرسيون ساده، رگرسيون خود توضيح و شبكه عصبي مصنوعي در جدول 

  
  : خطاي پيش بيني مقدار آتي به روش هاي رگرسيون ساده، رگرسيون خود توضيح و 4 جدول

  شبكه عصبي مصنوعي

 نام شركت
 براي پيش بيني درون نمونه اي RMSE -خطاي پيش بيني 

 شبكه عصبي مصنوعي رگرسيون خود توضيح رگرسيون ساده

 2.30684E-12 27193.02216 46946.28404 ايرانيت

 2.85988E-13 4024.126542 5398.902302 پارس پامچال

 5.38665E-12 49682.80222 95073.24872 چيني ايران
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 براي پيش بيني برون نمونه اي RMSE -خطاي پيش بيني  

 52393 65498 183296 ايرانيت

 5886 8031 9877 پارس پامچال

 212408 255227 492285 چيني ايران

  انتخاب براي مميزي مالياتي بر مبناي ريسك 4-5
مشاهده مي شود، پيش بيني به روش شبكه  5با توجه به خطاي پيش بيني ها، همچنانكه در جدول 

  بسيار كمي نسبت به ساير روش ها دارد. عصبي خطاي
  

  : نسبت خطاي پيش بيني روش شبكه عصبي مصنوعي به روش هاي ديگر5 جدول

 نام شركت

نسبت خطاي پيش بيني درون نمونه اي روش شبكه عصبي مصنوعي به روش هاي 
 ديگر

 رگرسيون خود توضيح رگرسيون ساده

 2.03509E+16 1.1788E+16 ايرانيت

پارس پامچال 1.88781E+16 1.4071E+16 

 1.76498E+16 9.22332E+15 چيني ايران

 
نسبت خطاي پيش بيني برون نمونه اي روش شبكه عصبي مصنوعي به روش هاي 

 ديگر

 1.250128834 3.498482622 ايرانيت

پارس پامچال 1.678049609 1.364424057 

 1.201588452 2.317638695 چيني ايران

  
لذا روش شبكه عصبي مصنوعي  به عنوان مبناي رتبه بندي بر مبناي ريسك انتخاب مي شود. در گام 

درج شده است. نتايج خطاي پيش بيني برون نمونه اي روش شبكه عصبي  6بعدي همچنانكه در جدول 
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بزرگ به كوچك مرتب شركت فوق را از  3مصنوعي به روش هاي ديگر متغير سود پيش از كسر ماليات 

  شوند.
  

  : رتبه بندي شركت ها بر مبناي ريسك6 جدول

 براي پيش بيني برون نمونه اي RMSE -خطاي پيش بيني  نام شركت
رتبه شركت بر 
  مبناي ريسك

  1 212408 چيني ايران

  2 52393 ايرانيت

  3 5886 پارس پامچال

  
در اظهارنامه هاي مالياتي خود ارقام ياد شده را درج نموده باشند و با فرض اينكه اين سه شركت 

سازمان امور مالياتي قصد داشته باشد از بين آنها پر ريسك ترين آنها را مميزي نمايد. بر اساس دستاورد 
تحقيق، پر ريسك ترين شركت در بين آنها، شركت چيني ايران است و شركت ايرانيت و پارس پامچال 

  بعدي را كسب نموده اند. رتبه هاي
  
  بحث و نتيجه گيري -5

بر طرف متصور شد كه در آن جهت رويكرد جديدي توان باتوجه به مباحث مشرحه در متن مقاله مي
پيش عدم ، جم انبوه و رو به افزايش اظهار نامه هاي مالياتيومشكلاتي همچون ح ساختن مسائل

محدوديت نيروي و  جهت رسيدگي به اظهار نامه هامحدوديت زماني ، مميزي براي حسابرسي مالياتي
در ايران با توجه به شرايط خاص اقتصادي و مولفه هاي فرهنگي و اجتماعي، سيستم مناسب  انساني

طرح و راه اندازي شود.  انتخاب بر مبناي ريسك انحراف مبلغ ابرازي مودي از مبلغ واقعي آن،مبتني بر 
ن دارد كه در برخي مواقع ممكن است روند سودآوري شركت ها نتايج پيش بيني تحقيق حكايت از آ

دچار مشكل شود. لذا پيشنهاد مي شود اين امر در سياست گذاري هاي كلان مالياتي مدنظر باشد.از آنجا 
كه تمامي متغيرهاي مورد بررسي آشوبگون بودند، به نظر مي رسد جهت انجام مميزي مالياتي رايانه اي 

مالياتي روش هاي پيش بيني غير خطي نتايج بهتري فراهم آورند. از دستاوردهاي  توسط سازمان امور 
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بر حسب ريسك انحراف  مبتني بر گزينش رايانه اي حسابرسياين تحقيق مي توان جهت طرح سيستم 

مبلغ ابرازي مودي از مبلغ واقعي آن بهره گيري كرد. لازم است با توجه به رشد روز افزون تكنولوژي و 
طات، اقداماتي صورت گيرد تا اطلاعات گذشته و فعلي موديان در سيستمي رايانه اي ثبت شوند. اين ارتبا

  امر بخش مهمي از نيازهاي سيستم فوق را برطرف خواهد كرد. 
توان اين تحقيق را براي ساير موديان در گروه هاي مختلف موضوع قانون ماليات هاي مستقيم نيز  مي

ق، متغير سود پيش از كسر ماليات مد نظر قرار گرفت. پيشنهاد مي شود تا در انجام داد. در اين تحقي
خصوص ساير متغيرهاي مرتبط اين تحقيق تكرار شود. با توجه به طرح روش هاي پيش بيني جديد 
پيشنهاد مي شود اين تحقيق با استفاده از ساير روش هاي پيش بيني انجام شود.  در انتها، نويسنده براين 

ميداني از نظرات و تجربيات حسابرسان، حسابداران، استادان و  توان با بررسي ست كه ميباور ا
  انديشمندان حوزه ماليات و حسابرسي در بهبود كارايي سيستم مذكور كوشيد. 
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 منابع فارسي 

آشوب در سري زماني قيمتهاي آتي نفـت، پايـان نامـه    )، بررسي وتحليل1380احراري، مهدي، ( .1
 كارشناسي ارشد، دانشكده اقتصاد، دانشگاه فردوسي مشهد.

  )، ديباچه اي بر ديناميك آشوب، دانشگاه شيراز.1378ارجائي، غلامحسين و بهرام صالحي، ( .2
 .1389انداردهاي حسابداري، سازمان حسابرسي، است .3

 .1389استانداردهاي حسابرسي، سازمان حسابرسي،  .4

، "بيني سريهاي زمانيهاي عصبي در پيشكاربرد شبكه")، 1381اصغري اسكويي، محمدرضا، ( .5
مجموعه مقاله هاي اولين همايش معرفي و كاربرد مدل هاي ناخطي پويا و محاسباتي در 

 .121-146تحقيقات اقتصاد ايران، دانشگاه علامه طباطبائي، ص اقتصاد، مركز 

)، كاربرد شبكه هاي عصبي در پيش بيني سـريهاي زمـاني،   1381اصغري اسكوئي، محمدرضا، ( .6
مجموعه مقاله هاي اولين همايش معرفي و كاربرد مدلهاي ناخطي، دانشكده اقتصـاد، دانشـكده   

  تهران.
 اول، چاپ. نشر، طرحان ،1378 ،"گذاري سرمايه و مالي مديريت "اصغر، علي رسمتي، انواري .7

 .2 ص

  )، بررسي اقتصادي ماليات بر شركتها، چاپ اول1373پژويان، جمشيد، ( .8
 ترجمه محمود ،"مصنوعي عصبي هاي شبكه با آشنايي "،1380 آر بيل و.  تي جكسون، .9

 .علمي انتشارات موسسه تهران البرزي،

  انك مركزي)، ب 79،1338حسابهاي ملي ايران(  .10
  )، بانك مركزي 81،1380حسابهاي ملي ايران(  .11
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 از استفاده با تهران بهادار اوراق بورس شاخص بيني اصل پيش "سينايي و ديگران، حسنعلي .12

  41 شماره  دوازدهم حسابرسي،سال و حسابداري هاي ، بررسي"مصنوعي عصبي هاي شبكه
 .59 ، 83 ص ص ،1384 پاييز

بيني درآمدهاي ناشي از ماليات بر مشاغل )، الگوسازي و پيش1384سعيده ( حميدي علمداري، .13
نامه هاي عصبي مصنوعي و مقايسه آن با الگوهاي اقتصادسنجي)، پاياندر ايران(كاربرد شبكه

 .دانشگاه فردوسي مشهد كارشناسي ارشد اقتصاد،

بـورس سـهام   )، آيا قيمت سهام در بازار 1377خاكي صديق، علي،كارلوكس و حميد خالوزاده، ( .14
قابل پيش بيني است؟ ( نگرش جديد به رفتار قيمت سهام و قابليت پيش بيني در بـازار بـورس   

  ، دانشكده اقتصاد، دانشكده تهران53تهران، مجله تحقيقات اقتصادي شماره 
ارزيابي روش هاي پيش بيني قيمت سهام و ارائه مدل ")، 1382خالوزاده، حميد و علي خاكي ( .15

 .43،85، ص 63، مجله تحقيقات اقتصادي، شماره "شبكه هاي عصبي غيرخطي بر اساس

بيني مدلسازي غيرخطي و پيش")، 1387خالوزاده، حميد، سعيده حميدي علمداري و آيت زاير( .16

، دومين همايش سياستهاي مالي و مالياتي، "درآمدهاي مالياتي كشور به تفكيك منابع مالياتي
 سازمان امور مالياتي كشور.

ضا و كاظم چاوشي، پيش بيني بازده سهام در بورس اوراق بهادار تهـران: مـدل شـبكه    راعي، ر .17
)، مجلـه تحقيقـات مـالي دانشـكده مـديريت،       1382هاي عصبي مصنوعي و مدل چندعاملي، (

  ، بهار و تابستان15دانشگاه تهران، سال پنجم، شماره 
اوراق بهادار تهران:مدل  بيني بازده سهام در بورسپيش")،1382راعي،رضا و كاظم چاوشي ( .18

 .15، مجله تحقيقات مالي،سال پنجم، شماره "شبكه هاي عصبي مصنوعي و مدل چند عاملي
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)، تخمين فرار ماليات بر درآمد اشخاص حقيقـي در ايـران و شناسـايي    1380سيدزارع، بهمن، ( .19

  عوامل مؤثر بر آن، موسسه عالي پژوهش در برنامه ريزي و توسعه
)، راهبردهاي اصلاح دستگاه ماليـاتي، ترجمـه منصـور ملايـي پـور،       1381(سيلواني، كارلوس، .20

  23دانشكده امور اقتصادي، شماره 
)، الگوي اقتصادسـنجي ايـران و كاربردهـاي آن، انتشـارات دانشـگاه      1357شهشهاني، احمد، ( .21

  تهران
س مـدل  )، پيش بيني اقتصاد ايران بر اسـا 1356شهشهاني، احمد و ملكوم داولينگ، ( تابستان  .22

  ، دانشگاه تهران38و  37)، مجله تحقيقات اقتصادي شماره 1975-85اقتصادسنجي(
عرب مازار، عباس، حميدي، سعيده و ميررستم اسدالله زاده بالي و الهام غلامي و آيت زاير  .23
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